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ABSTRACT

This thesis is to investigate the uncertainty analysis using numerical sequential 
perturbation method and analytical Newton approximation method. The objective of 
this project to propose the a new technique using numerical sequential perturbation in 
calculating uncertainty propagation compare to the use of analytical Newton 
approximation method in application where the unknown function is approximated 
using artificial neural network ANN. The process to determine uncertainty have five 
step including begin from selected function, randomize the data, function 
approximation and applied the numerical method in ANN and lastly determine 
percent of error between numerical with ANN and compare with the analytical 
method. The ANN was applied in MATLAB software. From the uncertainty analysis, 
was define that three major figure the end of this project. First figure shown the 
average error between numerical and analytical method without ANN are 0.03%. 
Second figure average error of function approximate the mass flow rate compare the 
actual value is 0.03%. The application with numerical method with ANN gives small 
uncertainty propagation error compare with analytical method where the error is 1.2%
is the last graph of this project. The new technique will be approving to determine the 
uncertainty analysis using artificial neural network (ANN). This technique also can be 
applied for application in laboratory or industrial field.
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ABSTRAK

Tesis ini adalah untuk menyiasat analisis ketidakpastian menggunakan kaedah 
berangka Usikan bersiri  dan kaedah analisis pendekatan Newton. Objektif  projek ini  
adalah mencadangkan teknik baru menggunakan kaedah berangka Usikan bersiri 
dalam menghitung ketidakpastian dibandingkan dengan penggunaan kaedah analisis 
pendekatan Newton dalam aplikasi di mana fungsi yang tidak diketahui dianggarkan 
menggunakan rangkaian neural tiruan. Proses untuk menentukan ketidakpastian 
mempunyai lima langkah, termasuk mulai dari fungsi yang dipilih, merawakkan data, 
penghampiran fungsi dan menerapkan pendekatan kaedah berangka dalam rangkaian 
neural tiruan dan terkini menentukan peratus kesalahan antara berangka dengan 
rangkaian neural tiruan dan bandingkan dengan kaedah analisis. The rangkaian neural 
tiruan itu diterapkan dalam perisian MATLAB. Dari analisis ketidakpastian, adalah 
menetapkan bahawa tiga graf utama pada akhir projek ini. Graf pertama menunjukkan 
purata ralat diantara kaedah berangka dan kaedah analisis tanpa rangkaian neural 
tiruan adalah 0,03%. Graf Kedua angka purata ralat fungsi laju aliran masa 
dibandingkan dengan nilai sebenar adalah 0,03%. Aplikasi dengan kaedah berangka 
dengan rangkaian neural tiruan memberikan nilai ralat ketidakpastian kecil 
dibandingkan dengan kaedah analisis di mana kesalahan adalah 1,2% adalah graf 
terakhir daripada projek ini. Teknik baru akan dipersetujui untuk menentukan 
ketidakpastian analisis menggunakan rangkaian neural tiruan. Teknik ini juga boleh 
digunakan untuk aplikasi di makmal atau bidang industri.
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CHAPTER 1

INTRODUCTION

1.1 PROJECT BACKGROUND

Uncertainty  analysis is a main idea to properly of the result present a systematic 

approach for identifying, qualifying, and combining the estimates of the error of a 

measurement in a way that estimates the uncertainty in the final result. Uncertainty 

analysis can be separated by two case studies which comes specific known function and 

unknown function.In the first case studies are divided by two, such simple function and 

complex function. Numerical method is the one of the method to generate the 

uncertaintay analysis. The sequential perturbation technique in the numerical method is 

easy to implement when the data reduction procedure is automated via a computer 

program.Analytical Method is other method to find uncertainty analysis. The Newton 

approximation method technique involves deriving a single formula for the uncertainty 

in a measurement. The straightforward computation and  becomes unwieldy and 

eventually impractical as the data reduction procedure becomes increasingly 

complex.(Theory and design for Mechanical Measurements,Richard S . Figliola)

Specific unknown function as a measurement data and experiment data will be 

generate to train it using the matlab software . They can be used to model complex 

relationships between inputs and outputs or to find patterns in data.The appoximation 

function can be approach by using types of method solution such as numerical method. 

The Artificial Neural Network will be used and ability to derive meaning from

complicated or imprecise data.It can be used to extract patterns and detect trends that are 

too complex. A neural network learns and does not need to be reprogrammed and ability 

to learn how to do tasks based on the data given for training or initial experience.In this 

time no have solution or idea can be solve for the unknown function.This project will be 

propose to find a new solution about this problem.
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1.2 PROBLEM STATEMENT

Generally, uncertainty analysis is to calculate propagation uncertainty estimation 

for a known function and unknown function. Case 1 study of uncertainty estimation for 

a known function using two different approaches; analytical approach using Newton 

Approximation Method and numerical approach using Sequential Perturbation 

Method.Normally for simple a multivariable function approach by Newton 

Approximation Method and complex multivariable function approach by Sequential 

Perturbation Method.

The uncertainty analysis for unknown function is not determined in a specific 

manner. Case 2 is study of uncertainty estimation for unknown function. In this project, 

a new approach of uncertainty estimation for unknown function will be proposed.A new 

method in calculating of uncertainty estimation for an unknown function which is data 

from experiment or measurement. The proposed method using Numerical Sequential 

Perturbation Method in calculating uncertainty propagation in application where the 

unknown function is complex (multivariable) and is approximated using Artificial 

Neural Network (ANN).

1.3 OBJECTIVE OF THE RESEARCH

The purpose of this project is to show the ability of using Numerical Sequential 

Perturbation in calculating uncertainty propagation compared to the use of the analytical 

Newton Approximation Method in application where the unknown function is 

approximated using Artificial Neural Network (ANN).
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1.4 SCOPE OF WORK

The approach in the uncentainty analysis of the function will be as follows:

i. Apply the Artificial Neural Network to function approximation.

ii. Apply the Matlab software

iii. Using the Feed-Forword and Back forword network method.

iv. Used five input and one input from data.

v. Use the function    
  1

12

RT

ppg
CAM c

fr




    (1.1)

vi. Compare the result between numerical and analytical method



CHAPTER 2

LITERATURE REVIEW

2.1 INTRODUCTION

An Artificial Neural Network is a network of simple processors ("units"), each 

possibly having a (small amount of) local memory. The units are connected by 

unidirectional communication channel ( connections ), which carry numeric (as opposed 

to symbolic) data.The units operate on on thier local data and on the input they receive 

via the connection.The design motivation is what distinguishes neural network from 

other mathematical techniques.A neural network is a processing device, either an 

algorithm, or actual hardware, whose design was motivated by the design and 

functioning of human brains and components thereof.

There are many different types of Neural Networks, each of which has different 

strengths particular to their applications. The abilities of different networks can be 

related to their structure, dynamics and learning methods. Neural Networks offer 

improved performance over conventional technologies in areas which includes: 

Machine Vision, Robust Pattern Detection, Signal Filtering, Virtual Reality, Data 

Segmentation, Data Compression, Data Mining, Text Mining, Artificial Life, 

Adaptive Control, Optimisation and Scheduling, Complex Mapping and more.
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2.2 BRIEF HISTORY OF NEURAL NETWORK

In the early 1940's scientists came up with the hypothesis that neurons 

fundamental, active cells in all animal nervous systems might be regarded as devices for 

manipulating binary numbers computers. Early attempts at building ANNs required a 

great deal of computer power to replicate a few hundred neurons. Consider that an ant's 

nervous system is composed of over 20,000 neurons and a human being's nervous 

system consists of over 100 billion neurons. 

More recently, ANNs are being applied to an increasing number of complex real 

world problems, such as pattern recognition and classification, with the ability to 

generalize and make decisions about imprecise data. They offer solutions to a variety of 

classification problems such as speech, character, and signal recognition, as well as 

prediction and system modeling where physical processes are not well understood or are 

highly complex (Hassoun, 2000). 

The study of the human brain dates back thousands of years. But it has only been 

with the dawn of modern day electronics that man has begun to try and emulate the 

human brain and its thinking processes. The modern era of neural network research is 

credited with the work done by neuro-physiologist, Warren McCulloch and young 

mathematical prodigy Walter Pitts in 1943. McCulloch had spent 20 years of life 

thinking about the "event" in the nervous system that allowed to us to think, feel, etc. It 

was only until the two joined forces that they wrote a paper on how neurons might 

work, and they designed and built a primitive artificial neural network using simple 

electric circuits. They are credited with the McCulloch-Pitts Theory of Formal Neural 

Networks. (Haykin, 1994).

The next major development in neural network technology arrived in 1949 with 

a book, "The Organization of Behavior" written by Donald Hebb. The book supported 

and further reinforced McCulloch-Pitts's theory about neurons and how they work. A 

major point bought forward in the book described how neural pathways are 

strengthened each time they were used. As we shall see, this is true of neural networks, 

specifically in training a network. (Haykin, 1994).
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During the 1950's traditional computing began, and as it did, it left research into 

neural networks in the dark. However certain individuals continued research into neural 

networks. In 1954 Marvin Minsky wrote a doctorate thesis, "Theory of Neural-Analog 

Reinforcement Systems and its Application to the Brain-Model Problem", which was 

concerned with the research into neural networks. He also published a scientific paper 

entitled, "Steps Towards Artificial Intelligence" which was one of the first papers to 

discuss AI in detail. The paper also contained a large section on what nowadays is 

known as neural networks. In 1956 the Dartmouth Summer Research Project on 

Artificial Intelligence began researching AI, what was to be the primitive beginnings of 

neural network research.

Years later, John von Neumann thought of imitating simplistic neuron functions 

by using telegraph relays or vacuum tubes. This led to the invention of the von 

Neumann machine. About 15 years after the publication of McCulloch and Pitt's pioneer 

paper, a new approach to the area of neural network research was introduced. In 1958 

Frank Rosenblatt, a neuro-biologist at Cornell University began working on the 

Perceptron. The perceptron was the first "practical" artificial neural network. It was 

built using the somewhat primitive and "ancient" hardware of that time. The perceptron 

is based on research done on a fly's eye. The processing which tells a fly to flee when 

danger is near is done in the eye. One major downfall of the perceptron was that it had 

limited capabilities and this was proven by Marvin Minsky and Seymour Papert's book 

of 1969 entitled, "Perceptrons".(Masters, 1993).

Between 1959 and 1960, Bernard Wildrow and Marcian Hoff of Stanford 

University, in the USA developed the ADALINE (ADAptive LINear Elements) and 

MADELINE (Multiple ADAptive LINear Elements) models. These were the first neural 

networks that could be applied to real problems. The ADALAINE model is used as a 

filter to remove echoes from telephone lines. The capabilities of these model were again 

proven limited by Minky and Papert 1969 (Haykin ,1994).

The period between 1969 and 1981 resulted in much attention towards neural 

networks. The capabilities of artificial neural networks were completely blown out of 

proportion by writers and producers of books and movies. People believed that such 

neural networks could do anything, resulting in disappointment when people realized 
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that this was not so. Asimov's television series on robots highlighted humanity's fears of 

robot domination as well as the moral and social implications if machines could do 

mankind's work. Writers of best-selling novels like "Space Oddesy 2001" created 

fictional sinister computers. These factors contributed to large-scale critique of AI and 

neural networks, and thus funding for research projects came to a near halt.

An important aspect that did come forward in the 1970's was that of self-

organizing maps (SOM's). Self-organizing maps will be discussed later in this project. 

(Haykin, 1994, pg: 39) In 1982 John Hopfield of Caltech presented a paper to the 

scientific community in which he stated that the approach to AI should not be to purely 

imitate the human brain but instead to use its concepts to build machines that could 

solve dynamic problems. He showed what such networks were capable of and how they 

would work. It was his articulate, likeable character and his vast knowledge of 

mathematical analysis that convinced scientists and researchers at the National 

Academy of Sciences to renew interest into the research of AI and neural networks. At 

about the same time at a conference in Japan about neural networks, Japan announced 

that they had again begun exploring the possibilities of neural networks. The United 

States feared that they would be left behind in terms of research and technology and 

almost immediately began funding for AI and neural network.

At 1986 saw the first annual Neural Networks for Computing conference that 

drew more than 1800 delegates. In 1986 Rumelhart, Hinton and Williams reported back 

on the developments of the back-propagation algorithm. The paper discussed how back-

propagation learning had emerged as the most popular learning set for the training of 

multi-layer perceptrons. With the dawn of the 1990's and the technological era, many 

advances into the research and development of artificial neural networks are occurring 

all over the world. Nature itself is living proof that neural networks do in actual fact 

work. The challenge today lies in finding ways to electronically implement the 

principals of neural network technology. Electronics companies are working on three 

types of neuro-chips namely, digital, analog, and optical. With the prospect that these 

chips may be implemented in neural network design, the future of neural network 

technology looks very promising.
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2.2.1 Neurons 101

The single cell neuron consists of the cell body, or soma, the dendrites, and the 

axon. The dendrites receive signals from the axons of other neurons. The small space 

between the axon of one neuron and the dendrite of another is the synapse. The 

dendrites conduct impulses toward the soma and the axon conducts impulses away from 

the soma.The function of the neuron is to integrate the input it receives through its 

synapses on its dendrites and either generate an action potential or not (Chicurrel, 

1995). 

2.2.2 ANNs 101

Neural Networks use a set of processing elements (or nodes) loosely analogous 

to neurons in the brain (hence the name, neural networks.) These nodes are 

interconnected in a network that can then identify patterns in data as it is exposed to the 

data. In a sense, the network learns from experience just as people do. This 

distinguishes neural networks from traditional computing programs, that simply follow 

instructions in a fixed sequential order. 

Roll your mouse over the picture of the neuron above to see the basic layout or 

concept behind artificial neural networks. The bottom layer represents the input layer, in 

this case with 5 inputs. In the middle is something called the hidden layer, with a 

variable number of nodes. It is the hidden layer that performs much of the work of the 

network. The output layer in this case has two nodes, representing output values we are 

trying to determine from the inputs (Hassoun, 2000). 
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2.2.3 Possible Futures of ANNs

The secrets of the human mind still elude us no matter how much we boost 

proccessing speed and capacity. That said, neural networks have given us great 

advancements in tasks such as Optical Character Recognition, financial forecasting and 

even in medical diagnosis. For any group in which a known interrelationship exists with 

an unknown outcome there is a possibility that ANNs will be helpful. While the need 

for computer-based training and e-learning courses grows, the need to develop computer 

systems that can learn by themselves and improve decision-making will be an ongoing 

goal of information technology.

2.3 NEURAL NETWORK

In general, machine learning involves adaptive mechanism that enable 

computers to learn from experince , learn by example and learn by analogy.Learning 

capabilities can improve the performance of an intelligent systems over time.machine 

leninaring mechanism from the basic for adaptive sytems.The most popular approaches 

to machine learning are artificial neural networks and genetic algorithms.This chapter is 

dedicated to neural networks.

An Artificial Neural Network (ANN) is an information processing paradigm that 

is inspired by the way biological nervous systems, such as the brain, process 

information. The key element of this paradigm is the novel structure of the information 

processing system. It is composed of a large number of highly interconnected 

processing elements (neurones) working in unison to solve specific problems. ANNs, 

like people, learn by example. An ANN is configured for a specific application, such as 

pattern recognition or data classification, through a learning process. Learning in 

biological systems involves adjustments to the synaptic connections that exist between 

the neurones. This is true of ANNs as well. The complexity of real neurons is highly 

abstracted when modeling artificial neurons. These basically consist of inputs (like 

synapses), which are multiplied by weights (strength of the respective signals), and then 

computed by a mathematical function which determines the activation of the neuron. 

Another function (which may be the identity) computes the output of the artificial 
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ABSTRAK



Tesis ini adalah untuk menyiasat analisis ketidakpastian menggunakan kaedah berangka Usikan bersiri  dan kaedah analisis pendekatan Newton. Objektif  projek ini  adalah mencadangkan teknik baru menggunakan kaedah berangka Usikan bersiri dalam menghitung ketidakpastian dibandingkan dengan penggunaan kaedah analisis pendekatan Newton dalam aplikasi di mana fungsi yang tidak diketahui dianggarkan menggunakan rangkaian neural tiruan. Proses untuk menentukan ketidakpastian mempunyai lima langkah, termasuk mulai dari fungsi yang dipilih, merawakkan data, penghampiran fungsi dan menerapkan pendekatan kaedah berangka dalam rangkaian neural tiruan dan terkini menentukan peratus kesalahan antara berangka dengan rangkaian neural tiruan dan bandingkan dengan kaedah analisis. The rangkaian neural tiruan itu diterapkan dalam perisian MATLAB. Dari analisis ketidakpastian, adalah menetapkan bahawa tiga graf utama pada akhir projek ini. Graf pertama menunjukkan purata ralat diantara kaedah berangka dan kaedah analisis tanpa rangkaian neural tiruan adalah 0,03%. Graf Kedua angka purata ralat fungsi laju aliran masa dibandingkan dengan nilai sebenar adalah 0,03%. Aplikasi dengan kaedah berangka dengan rangkaian neural tiruan memberikan nilai ralat ketidakpastian kecil dibandingkan dengan kaedah analisis di mana kesalahan adalah 1,2% adalah graf terakhir daripada projek ini. Teknik baru akan dipersetujui untuk menentukan ketidakpastian analisis menggunakan rangkaian neural tiruan. Teknik ini juga boleh digunakan untuk aplikasi di makmal atau bidang industri.
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CHAPTER 1





INTRODUCTION





1.1 	PROJECT BACKGROUND



Uncertainty  analysis is a main idea to properly of the result present a systematic approach for identifying, qualifying, and combining the estimates of the error of a measurement in a way that estimates the uncertainty in the final result. Uncertainty analysis can be separated by two case studies which comes specific known function and unknown function.In the first case studies are divided by two, such simple function and complex function. Numerical method is the one of the method to generate the uncertaintay analysis. The sequential perturbation technique in the numerical method is easy to implement when the data reduction procedure is automated via a computer program.Analytical Method is other method to find uncertainty analysis. The Newton approximation method technique involves deriving a single formula for the uncertainty in a measurement. The straightforward computation and  becomes unwieldy and eventually impractical as the data reduction procedure becomes increasingly complex.(Theory and design for Mechanical Measurements,Richard S . Figliola)



Specific unknown function as a measurement data and experiment data will be generate to train it using the matlab software . They can be used to model complex relationships between inputs and outputs or to find patterns in data.The appoximation function can be approach by using types of method solution such as numerical method. The Artificial Neural Network will be used and ability to derive meaning from complicated or imprecise data.It can be used to extract patterns and detect trends that are too complex. A neural network learns and does not need to be reprogrammed and ability to learn how to do tasks based on the data given for training or initial experience.In this time no have solution or idea can be solve for the unknown function.This project will be propose to find a new solution about this problem.



1.2 PROBLEM STATEMENT



Generally, uncertainty analysis is to calculate propagation uncertainty estimation for a known function and unknown function. Case 1 study of uncertainty estimation for a known function using two different approaches; analytical approach using Newton Approximation Method and numerical approach using Sequential Perturbation Method.Normally for simple a multivariable function approach by Newton Approximation Method and complex multivariable function approach by Sequential Perturbation Method.



 	The uncertainty analysis for unknown function is not determined in a specific manner. Case 2 is study of uncertainty estimation for unknown function. In this project, a new approach of uncertainty estimation for unknown function will be proposed.A new method in calculating of uncertainty estimation for an unknown function which is data from experiment or measurement. The proposed method using Numerical Sequential Perturbation Method in calculating uncertainty propagation in application where the unknown function is complex (multivariable) and is approximated using Artificial Neural Network (ANN).



1.3 OBJECTIVE OF THE RESEARCH



The purpose of this project is to show the ability of using Numerical Sequential Perturbation in calculating uncertainty propagation compared to the use of the analytical Newton Approximation Method in application where the unknown function is approximated using Artificial Neural Network (ANN).













1.4	SCOPE OF WORK



The approach in the uncentainty analysis of the function will be as follows:

i. Apply the Artificial Neural Network to function approximation.

ii. Apply the Matlab software

iii. Using the Feed-Forword and Back forword network method.

iv. Used five input and one input from data.

v. 

Use the function       			    (1.1)	
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vi. Compare the result between numerical and analytical method



CHAPTER	2





LITERATURE REVIEW





2.1	INTRODUCTION



An Artificial Neural Network is a network of simple processors ("units"), each possibly having a (small amount of) local memory. The units are connected by unidirectional communication channel ( connections ), which carry numeric (as opposed to symbolic) data.The units operate on on thier local data and on the input they receive via the connection.The design motivation is what distinguishes neural network from other mathematical techniques.A neural network is a processing device, either an algorithm, or actual hardware, whose design was motivated by the design and functioning of human brains and components thereof.



There are many different types of Neural Networks, each of which has different strengths particular to their applications. The abilities of different networks can be related to their structure, dynamics and learning methods. Neural Networks offer improved performance over conventional technologies in areas which includes: Machine Vision, Robust Pattern Detection, Signal Filtering, Virtual Reality, Data Segmentation, Data Compression, Data Mining, Text Mining, Artificial Life, Adaptive Control, Optimisation and Scheduling, Complex Mapping and more.











2.2 	BRIEF HISTORY OF NEURAL NETWORK



In the early 1940's scientists came up with the hypothesis that neurons fundamental, active cells in all animal nervous systems might be regarded as devices for manipulating binary numbers computers. Early attempts at building ANNs required a great deal of computer power to replicate a few hundred neurons. Consider that an ant's nervous system is composed of over 20,000 neurons and a human being's nervous system consists of over 100 billion neurons. 



More recently, ANNs are being applied to an increasing number of complex real world problems, such as pattern recognition and classification, with the ability to generalize and make decisions about imprecise data. They offer solutions to a variety of classification problems such as speech, character, and signal recognition, as well as prediction and system modeling where physical processes are not well understood or are highly complex (Hassoun, 2000). 

The study of the human brain dates back thousands of years. But it has only been with the dawn of modern day electronics that man has begun to try and emulate the human brain and its thinking processes. The modern era of neural network research is credited with the work done by neuro-physiologist, Warren McCulloch and young mathematical prodigy Walter Pitts in 1943. McCulloch had spent 20 years of life thinking about the "event" in the nervous system that allowed to us to think, feel, etc. It was only until the two joined forces that they wrote a paper on how neurons might work, and they designed and built a primitive artificial neural network using simple electric circuits. They are credited with the McCulloch-Pitts Theory of Formal Neural Networks. (Haykin, 1994).

The next major development in neural network technology arrived in 1949 with a book, "The Organization of Behavior" written by Donald Hebb. The book supported and further reinforced McCulloch-Pitts's theory about neurons and how they work. A major point bought forward in the book described how neural pathways are strengthened each time they were used. As we shall see, this is true of neural networks, specifically in training a network. (Haykin, 1994).

During the 1950's traditional computing began, and as it did, it left research into neural networks in the dark. However certain individuals continued research into neural networks. In 1954 Marvin Minsky wrote a doctorate thesis, "Theory of Neural-Analog Reinforcement Systems and its Application to the Brain-Model Problem", which was concerned with the research into neural networks. He also published a scientific paper entitled, "Steps Towards Artificial Intelligence" which was one of the first papers to discuss AI in detail. The paper also contained a large section on what nowadays is known as neural networks. In 1956 the Dartmouth Summer Research Project on Artificial Intelligence began researching AI, what was to be the primitive beginnings of neural network research.

Years later, John von Neumann thought of imitating simplistic neuron functions by using telegraph relays or vacuum tubes. This led to the invention of the von Neumann machine. About 15 years after the publication of McCulloch and Pitt's pioneer paper, a new approach to the area of neural network research was introduced. In 1958 Frank Rosenblatt, a neuro-biologist at Cornell University began working on the Perceptron. The perceptron was the first "practical" artificial neural network. It was built using the somewhat primitive and "ancient" hardware of that time. The perceptron is based on research done on a fly's eye. The processing which tells a fly to flee when danger is near is done in the eye. One major downfall of the perceptron was that it had limited capabilities and this was proven by Marvin Minsky and Seymour Papert's book of 1969 entitled, "Perceptrons".(Masters, 1993).

Between 1959 and 1960, Bernard Wildrow and Marcian Hoff of Stanford University, in the USA developed the ADALINE (ADAptive LINear Elements) and MADELINE (Multiple ADAptive LINear Elements) models. These were the first neural networks that could be applied to real problems. The ADALAINE model is used as a filter to remove echoes from telephone lines. The capabilities of these model were again proven limited by Minky and Papert 1969 (Haykin ,1994).

The period between 1969 and 1981 resulted in much attention towards neural networks. The capabilities of artificial neural networks were completely blown out of proportion by writers and producers of books and movies. People believed that such neural networks could do anything, resulting in disappointment when people realized that this was not so. Asimov's television series on robots highlighted humanity's fears of robot domination as well as the moral and social implications if machines could do mankind's work. Writers of best-selling novels like "Space Oddesy 2001" created fictional sinister computers. These factors contributed to large-scale critique of AI and neural networks, and thus funding for research projects came to a near halt.

An important aspect that did come forward in the 1970's was that of self-organizing maps (SOM's). Self-organizing maps will be discussed later in this project. (Haykin, 1994, pg: 39) In 1982 John Hopfield of Caltech presented a paper to the scientific community in which he stated that the approach to AI should not be to purely imitate the human brain but instead to use its concepts to build machines that could solve dynamic problems. He showed what such networks were capable of and how they would work. It was his articulate, likeable character and his vast knowledge of mathematical analysis that convinced scientists and researchers at the National Academy of Sciences to renew interest into the research of AI and neural networks. At about the same time at a conference in Japan about neural networks, Japan announced that they had again begun exploring the possibilities of neural networks. The United States feared that they would be left behind in terms of research and technology and almost immediately began funding for AI and neural network.

At 1986 saw the first annual Neural Networks for Computing conference that drew more than 1800 delegates. In 1986 Rumelhart, Hinton and Williams reported back on the developments of the back-propagation algorithm. The paper discussed how back-propagation learning had emerged as the most popular learning set for the training of multi-layer perceptrons. With the dawn of the 1990's and the technological era, many advances into the research and development of artificial neural networks are occurring all over the world. Nature itself is living proof that neural networks do in actual fact work. The challenge today lies in finding ways to electronically implement the principals of neural network technology. Electronics companies are working on three types of neuro-chips namely, digital, analog, and optical. With the prospect that these chips may be implemented in neural network design, the future of neural network technology looks very promising.

2.2.1 	Neurons 101



The single cell neuron consists of the cell body, or soma, the dendrites, and the axon. The dendrites receive signals from the axons of other neurons. The small space between the axon of one neuron and the dendrite of another is the synapse. The dendrites conduct impulses toward the soma and the axon conducts impulses away from the soma.The function of the neuron is to integrate the input it receives through its synapses on its dendrites and either generate an action potential or not (Chicurrel, 1995). 



2.2.2 	ANNs 101

Neural Networks use a set of processing elements (or nodes) loosely analogous to neurons in the brain (hence the name, neural networks.) These nodes are interconnected in a network that can then identify patterns in data as it is exposed to the data. In a sense, the network learns from experience just as people do. This distinguishes neural networks from traditional computing programs, that simply follow instructions in a fixed sequential order. 

Roll your mouse over the picture of the neuron above to see the basic layout or concept behind artificial neural networks. The bottom layer represents the input layer, in this case with 5 inputs. In the middle is something called the hidden layer, with a variable number of nodes. It is the hidden layer that performs much of the work of the network. The output layer in this case has two nodes, representing output values we are trying to determine from the inputs (Hassoun, 2000). 







2.2.3 	Possible Futures of ANNs

The secrets of the human mind still elude us no matter how much we boost proccessing speed and capacity. That said, neural networks have given us great advancements in tasks such as Optical Character Recognition, financial forecasting and even in medical diagnosis. For any group in which a known interrelationship exists with an unknown outcome there is a possibility that ANNs will be helpful. While the need for computer-based training and e-learning courses grows, the need to develop computer systems that can learn by themselves and improve decision-making will be an ongoing goal of information technology.



2.3 	NEURAL NETWORK

In general, machine learning involves adaptive mechanism that enable computers to learn from experince , learn by example and learn by analogy.Learning capabilities can improve the performance of an intelligent systems over time.machine leninaring mechanism from the basic for adaptive sytems.The most popular approaches to machine learning are artificial neural networks and genetic algorithms.This chapter is dedicated to neural networks.

An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the way biological nervous systems, such as the brain, process information. The key element of this paradigm is the novel structure of the information processing system. It is composed of a large number of highly interconnected processing elements (neurones) working in unison to solve specific problems. ANNs, like people, learn by example. An ANN is configured for a specific application, such as pattern recognition or data classification, through a learning process. Learning in biological systems involves adjustments to the synaptic connections that exist between the neurones. This is true of ANNs as well. The complexity of real neurons is highly abstracted when modeling artificial neurons. These basically consist of inputs (like synapses), which are multiplied by weights (strength of the respective signals), and then computed by a mathematical function which determines the activation of the neuron. Another function (which may be the identity) computes the output of the artificial neuron (sometimes in dependence of a certain threshold). ANNs combine artificial neurons in order to process information.
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Figure 2.1: Natural Neurons



Source : Caudill, M., and C. Butler (1992)



Neural networks are data analysis methods and algorithms, indirectly based on the nervous systems of humans and animals. In general terms, an artificial neural network consists of a large number of simple processing units, linked by weighted connections. By analogy, the processing units can be referred to as neurons. Each unit receives inputs from many other units and generates a single output. The output acts as an input to other processing units. An artificial neural network is nonlinear in nature and, thus, represents an exceptionally powerful method of analyzing real-world data that allows modeling extremely difficult dependencies. The power of a neural network stems from the combination of many units in a network. 





A certain network can be tuned to solve a specific problem by varying the connection topology and values of the connecting weights between the units. Neural nets have proven to be among the best methods of detecting hidden relations in a dataset (for example, in. stock market or sales data). After a neural network has analyzed your dataset (this process is called network training), it can make predictions and perform pattern recognition and categorization based on the found hidden dependencies.
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Figure 2.2:  An Artificial Neuron



Source : Caudill, M., and C. Butler(1992)



The higher a weight of an artificial neuron is, the stronger the input which is multiplied by it will be. Weights can also be negative, so we can say that the signal is inhibited by the negative weight. Depending on the weights, the computation of the neuron will be different. By adjusting the weights of an artificial neuron we can obtain the output we want for specific inputs. But when we have an ANN of hundreds or thousands of neurons, it would be quite complicated to find by hand all the necessary weights. But we can find algorithms which can adjust the weights of the ANN in order to obtain the desired output from the network. This process of adjusting the weights is called learning or training.Neural networks, with their remarkable ability to derive meaning from complicated or imprecise data, can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques. 



A trained neural network can be thought of as an "expert" in the category of information it has been given to analyze. This expert can then be used to provide projections given new situations of interest and answer "what if"questions.
Other advantages include:



i. Adaptive learning: An ability to learn how to do tasks based on the data given for training or initial experience. 

ii. Self-Organization: An ANN can create its own organization or representation of the information it receives during learning time. 

iii. Real Time Operation: ANN computations may be carried out in parallel, and special hardware devices are being designed and manufactured which take advantage of this capability. 

iv. Fault Tolerance via Redundant Information Coding: Partial destruction of a network leads to the corresponding degradation of performance. However, some network capabilities may be retained even with major network damage. 

v. A neural network can perform tasks that a linear program cannot. 

vi. When an element of the neural network fails, it can continue without any problem by their parallel nature.

vii. A neural network learns and does not need to be reprogrammed.

viii. It can be implemented in any application.



Disadvantages: 

i. The neural network needs training to operate.

ii. The architecture of a neural network is different from the architecture of  microprocessors therefore needs to be emulated. 

iii. Requires high processing time for large neural networks.









2.3.1 	Layers



Biologically speaking, neural networks are constructed in a three dimensional way from minute components, namely neurons (that are practically capable of unlimited interconnections). Artificial neural networks are the combination of artificial neurons which results in the formation of so called "layers". These layers are also interconnected. It can therefore be concluded that all neural networks have a similar topology (structure). Neurons are usually connected in 3 layers.



[image: ]



Figure 2.3: Backpropagation Network



Source : Stubbs, D.F.(1990).



Layer 1: The first layer is the input layer. This layer consists of neurons that receive information (inputs) from the external environment. 

Layer 2: The second layer is hidden from view (not directly visible from the external world) and is referred to as the hidden layer. There is no limit to the number of hidden layers that a network can have, but the trial and error method still remains one of the best ways to find out. However, through experimentation it has been discovered that one layer is usually sufficient. The method to find the number of neurons required in a hidden layer is described by Timothy Masters. His book, "Practical Neural Network Recipes in C++" states that the required number of artificial neurons in the hidden layer is not immediately apparent, but is normally near the square root of the product of the number of input nodes multiplied by the number of output nodes. The function of the hidden layer is to obtain a certain condition that the user specifies. (Masters, 1993,)

Layer 3: The third layer is the output layer that communicates the result of the weighted, summed output to the external environment or to the user.Neurons in a network communicate with one another. They do this between themselves (intra-connections) or with neurons on different layers (inter-layer). Some artificial neurons have few connections, but it is important to note that neurons of one layer are always connected to neurons on another layer. 

A neural network has can either be seen as a hierarchal system or resonance system. In a hierarchal system neurons of a "lower" level can only communicate with neurons on a "higher" level. The neurons on the higher level are not allowed to communicate their outputs with lower level neurons. In a resonance structure the neurons are allowed to communicate both to a higher or lower levels of neurons. There are several types of inter-layer connections (connections between different layers). 



Table 2.1 : There are Several Types of Inter-Layer Connections



		Fully Connected

		A neuron on a first layer is always connected to a neuron on the second layer and so on. This is true of all neurons in a full-connected system. 



		Partially Connected Neurons

		Neurons on the first layer do not always have to be connected to neurons of another layer.



		Feed-forward

		Neurons on a layer are only allowed to send their results or outputs to neurons on a higher level. The higher-level neurons are not allowed to communicate their results back to the lower level.



		Bi-directional

		Backward and forward communication is allowed. This is true of all neurons in a bi-directional system.





Intra-layer connections, neurons connected to one another within the same layer may either be classified as being a) Recurrent or b) On-center / off-surround.
Neurons within a recurrent connection communicate their outputs with one another until a satisfactory result has been achieved. Neurons with an on-center / off-surround connection cluster together in competitive groupings. The grouping that obtains an active output wins, and is allowed to update other groupings. Their output signal may only then be passed onto different layers.



2.3.2	Feedforward Neural Network.



	The feedforward neural network was the first and arguably simplest type of artificial neural network devised. In this network, the information moves in only one direction, forward, from the input nodes, through the hidden nodes (if any) and to the output nodes. There are no cycles or loops in the network.Feed-forward neural networks are the simplest form of ANN. Shown below, a feed-forward neural net contains only forward paths.
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Figure 2.4 : Artificial Neural Network Diagram



Source : Michael Negnevitsky(2006)



In a feed-forward system  are arranged into distinct layers with each layer receiving input from the previous layer and outputting to the next layer. There is no feedback. This means that signals from one layer are not transmitted to a previous layer. Weights of direct feedback paths, from a neuron to itself, are zero. Weights from a neuron to a neuron in a previous layer are also zero. Notice that weights for the forward paths may also be zero depending on the specific network architecture, but they do not need to be. A network without all possible forward paths is known as a sparsely connected network, or a non-fully connected network. The percentage of available connections that are utilized is known as the connectivity of the network.

Hidden neurons are the neurons that are neither in the input layer nor the output layer. These neurons are essentially hidden from view, and their number and organization can typically be treated as a black box to people who are interfacing with the system. Using additional layers of hidden neurons enables greater processing power and system flexibility. This additional flexibility comes at the cost of additional complexity in the training algorithm. Having too many hidden neurons is analogous to a system of equations with more equations than there are free variables: the system is over specified, and is incapable of generalization. Having too few hidden neurons, conversely, can prevent the system from properly fitting the input data, and reduces the robustness of the system.
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Figure 2.5 : Feed-forward Network Layers



Source : Michael Negnevitsky (2006)



2.4 	THE BIOLOGICAL MODEL



Artificial neural networks emerged after the introduction of simplified neurons by McCulloch and Pitts in 1943 (McCulloch & Pitts, 1943). These neurons were presented as models of biological neurons and as conceptual components for circuits that could perform computational tasks. The basic model of the neuron is founded upon the functionality of a biological neuron. "Neurons are the basic signaling units of the nervous system" and "each neuron is a discrete cell whose several processes arise from its cell body". 
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Figure 2.6 : The Biological Model



Source : Caudill, M., and C. Butler (1992)



The neuron has four main regions to its structure. The cell body, or soma, has two offshoots from it, the dendrites, and the axon, which end in presynaptic terminals. The cell body is the heart of the cell, containing the nucleus and maintaining protein synthesis. A neuron may have many dendrites, which branch out in a treelike structure, and receive signals from other neurons. A neuron usually only has one axon which grows out from a part of the cell body called the axon hillock. The axon conducts electric signals generated at the axon hillock down its length. These electric signals are called action potentials. 

The other end of the axon may split into several branches, which end in a presynaptic terminal. Actionpotentials are the electric signals that neurons use to convey information to the brain. All these signals are identical. Therefore, the brain determines what type of information is being received based on the path that the signal took. The brain analyzes the patterns of signals being sent and from that information it can interpret the type of information being received. Myelin is the fatty tissue that surrounds and insulates the axon. Often short axons do not need this insulation. There are uninsulated parts of the axon. These areas are called Nodes of Ranvier. At these nodes, the signal traveling down the axon is regenerated. This ensures that the signal traveling down the axon travels fast and remains constant (i.e. very short propagation delay and no weakening of the signal). 

The synapse is the area of contact between two neurons. The neurons do not actually physically touch. They are separated by the synaptic cleft, and electric signals are sent through chemical 13 interaction. The neuron sending the signal is called the presynaptic cell and the neuron receiving the signal is called the postsynaptic cell. The signals are generated by the membrane potential, which is based on the differences in concentration of sodium and potassium ions inside and outside the cell membrane. Neurons can be classified by their number of processes (or appendages), or by their function. If they are classified by the number of processes, they fall into three categories. Unipolar neurons have a single process (dendrites and axon are located on the same stem), and are most common in invertebrates. In bipolar neurons, the dendrite and axon are the neuron's two separate processes. 





[image: ]



Figure 2.7 : A Model Neuron



Source : Guyon ,I,P.(1991)





Bipolar neurons have a subclass called pseudo-bipolar neurons, which are used to send sensory information to the spinal cord. Finally, multipolar neurons are most common in mammals. Examples of these neurons are spinal motor neurons, pyramidal cells and Purkinje cells (in the cerebellum). If classified by function, neurons again fall into three separate categories. The first group is sensory, or afferent, neurons, which provide information for perception and motor coordination. The second group provides information (or instructions) to muscles and glands and is therefore called motor neurons. The last group, interneuronal, contains all other neurons and has two subclasses. One group called relay or projection interneurons have long axons and connect different parts of the brain. The other group called local interneurons are only used in local circuits. 



2.5 	THE MATHEMATICAL MODEL



When creating a functional model of the biological neuron, there are three basic components of importance. First, the synapses of the neuron are modeled as weights. The strength of the connection between an input and a neuron is noted by the value of the weight. Negative weight values reflect inhibitory connections, while positive values designate excitatory connections. The next two components model the actual activity within the neuron cell. An adder sums up all the inputs modified by their respective weights. This activity is referred to as linear combination. Finally, an activation function controls the amplitude of the output of the neuron. An acceptable range of output is usually between 0 and 1, or -1 and 1.Mathematically, this process is described in the figure 



[image: ]

Figure 2.8 : The Mathematical Model



Source:Guyon ,I,P.(1991)



As mentioned previously, the activation function acts as a squashing function, such that the output of a neuron in a neural network is between certain values (usually 0 and 1, or -1 and 1). In general, there are three types of activation functions, denoted by Φ(.) . First, there is the Threshold Function which takes on a value of 0 if the summed input is less than a certain threshold value (v), and the value 1 if the summed input is greater than or equal to the threshold value.



[image: ]



Secondly, there is the Piecewise-Linear function. This function again can take on the values of 0 or 1, but can also take on values between that depending on the amplification factor in a certain region of linear operation.

[image: ]



Thirdly, there is the sigmoid function. This function can range between 0 and 1, but it is also sometimes useful to use the -1 to 1 range. An example of the sigmoid function is the hyperbolic tangent function.



[image: ]

Figure 2.9 : Common non-linear Function Used For Synaptic Inhibition.



Source : Guyon ,I,P.(1991)



The artifcial neural networks which we describe are all variations on the parallel distributed processing (PDP) idea. The architecture of each neural network is based on very similar building blocks which perform the processing. 



2.6 	NEURAL NETWORK VS HUMAN BRAIN



The exact workings of the human brain still remain a mystery to members of the scientific community. There are, however certain aspects that are better understood, more specifically a certain cell known as the neuron. In laymans terms, neurons are our so-called "brain cells" which provide us with abilities to think, remember, and to experience several sensations. The numbers of neurons, which are believed to exist in the human brain, are approximately 10 to 100 billion. Each one of these neurons is capable of having between 1000 to 200000 connections but 1000 - 10000 is considered to be the norm. It is estimated that the power of the human brain comes from the vast numbers of neurons and their interconnections. (Haykin, 1994)



 	Individual neurons are very complicated and there are approximately 100 different classes of neurons which all perform various tasks. Together these neurons and their interconnections provide us with our intellectual capabilities.The human brain contains about 10 billion nerve cells, or neurons. On average, each neuron is connected to other neurons through about 10 000 synapses. (The actual figures vary greatly, depending on the local neuroanatomy.) The brain's network of neurons forms a massively parallel information processing system. This contrasts with conventional computers, in which a single processor executes a single series of instructions. 

Against this, consider the time taken for each elementary operation: neurons typically operate at a maximum rate of about 100 Hz, while a conventional CPU carries out several hundred million machine level operations per second. Despite of being built with very slow hardware, the brain has quite remarkable capabilities: 

i. Its performance tends to degrade gracefully under partial damage. In contrast, most programs and engineered systems are brittle: if you remove some arbitrary parts, very likely the whole will cease to function. 

ii. It can learn (reorganize itself) from experience. 

iii. This means that partial recovery from damage is possible if healthy units can learn to take over the functions previously carried out by the damaged areas. 

iv. It performs massively parallel computations extremely efficiently. For example, complex visual perception occurs within less than 100 ms, that is, 10 processing steps! 

v. It supports our intelligence and self-awareness. (Nobody knows yet how this occurs.) 



Table 2.2:  Comparison with human brain and computer As a discipline of Artificial Intelligence,



		

		processing elements

		element size

		energy use

		processing speed

		style of computation

		fault tolerant

		learns

		intelligent, conscious



		[image: brain cortex]

		1014 synapses

		10-6 m

		30 W

		100 Hz

		parallel, distributed

		yes

		yes

		usually



		[image: brain cortex]

		108 transistors

		10-6 m

		30 W (CPU)

		109 Hz

		serial, centralized

		no

		a little

		not (yet)







Source : Michael Negnevitsky(2006) 



The brain is not homogeneous. At the largest anatomical scale, we distinguish cortex, midbrain, brainstem, and cerebellum. Each of these can be hierarchically subdivided into many regions, and areas within each region, either according to the anatomical structure of the neural networks within it, or according to the function performed by them. 



The overall pattern of projections (bundles of neural connections) between areas is extremely complex, and only partially known. The best mapped (and largest) system in the human brain is the visual system, where the first 10 or 11 processing stages have been identified. We distinguish feedforward projections that go from earlier processing stages (near the sensory input) to later ones (near the motor output), from feedback connections that go in the opposite direction. In addition to these long-range connections, neurons also link up with many thousands of their neighbours. In this way they form very dense, complex local networks.

The basic structure of the brain therefore provides the building blocks to which most basic components of artificial neural networks are modelled. There exists a strong similarity between artificial and biological neurons, and thus there can almost always be found a biological counterpart for a component in an artificial neuron. Neural network research has in a sense "borrowed" or based a great deal of terminology in its study from concepts involved in neuroscience (the study of the brain). Artificial neural networks therefore try to emulate the extraordinary functions of neurons within the brain, to build complicated machines that are programmed to solve difficult problems. When biological and artificial neurons are compared to one another the similarities between the two become more evident.



The biological neuron consists of four main parts namely, the dendrites, the soma, the axon, and the synapse. There are many different classes of neurons that perform different functions yet they all have the same basic structure. The dendrites of a neuron are hair like, branching extensions of the main cell body. They resemble the roots of a tree, and there are usually six main ones that are about three to four times thicker than the axon of the cell. They are highly specialized input channels that receive electric impulses (inputs) through synapses of other neurons. Synapses are the "places" or "gaps" where neurons communicate with another. It is estimated that there exist approximately 60 trillion synapses in the human brain. The soma processes the signals received by the dendrites, which is then changed into an output signal by the axon. 



This output information becomes the input information for other neurons that are interconnected with that neuron. In short, the biological neuron receives vast numbers of inputs, combines them in a way, performs a function on the result of the combination, and transmits the final result as an output to other neurons. It must be noted that biological neurons are a lot more complex than the above explanation, yet the basic theory of these neurons still remains the same. 



[image: K:\edit color\2.10.jpg]



Figure 2.10 :Simplified Biological Neuron



Source : Brent, R.P(1973)



When the examine artificial neurons analysis define that the constructed in a similar way to biological neurons. Artificial neurons, as with biological neurons are the core processing elements of artificial neural networks. The artificial neurons are connected in a particular manner to form an artificial neural network architecture. The artificial neuron receives input signals in the form of small voltages from other artificial neurons. The artificial neuron then weighs the input signal and combines (adds) them, and applies a generally non-linear function to them to obtain an output signal. These output signals are then fed into neurons of other networks where the same process is applied. Artificial neurons are a lot simpler than their biological counterparts. Modern technology is still unable to create networks with the equivalent complexity of the brain, but with simpler networks we are still able present an excellent example of the principles involved. 



[image: ]



Figure 2.11: A schematic Representation of an Artificial Neuron.



Source : Source : Brent, R.P(1973)



2.7	COMPARISON BETWEEN ARTIFICIAL AND BIOLOGICAL NEURON

As can be seen, neural network research is based on the principles of the neuron and it's functioning. Biology provides a better understanding of the neuron, and thus as technology advances, artificial neural network designers can continue to improve artificial systems by building upon the findings of neuroscience. The flash item below compares the two; move the mouse cursor over various parts of either the biological or artificial neuron for more information.
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Figure 2.12 : Provides the Data used by the Neuron in order to Generate an Output Between Artificial VS Biological Neuron



Source : Source : Brent, R.P(1973)
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Figure 2.13 : Weight Increase or Decrease the Value of  the Input Signal Between Artificial VS Biological Neuron



Source : Brent, R.P(1973)
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Figure 2.14 : The Summation Function Allow the neuron to Evaluate The Total Input between Artificial VS Biological Neuron



Source : Brent, R.P(1973)
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Figure 2.15 : The Bias value is very semilar to the Weigths, in that it Adjusts the Total Value Between Artificial VS Biological Neuron



Source : Brent, R.P(1973)
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Figure 2.16 : Processing to Generated Outputs of Artificial VS Biological Neuron Between Artificial VS Biological Neuron



Source : Brent, R.P(1973)
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Figure 2.17 : Output Between Artificial VS Biological Neuron.



Source : Brent, R.P(1973)

2.8 	APPLICATIONS OF ANN



The utility of artificial neural network models lies in the fact that they can be used to infer a function from observations and also to use it. This is particularly useful in applications where the complexity of the data or task makes the design of such a fuction by hand impractical.



2.8.1 	Real Life Applications



The tasks to which artificial neural networks are applied tend to fall within the following broad categories:

i. Function approximation, or regression analysis, including time series prediction and modelling.

ii. Classification, including pattern and sequence recognition, novelty detection and sequential decision making.

iii. Data processing, including filtering, clustering, blind signal separation and compression.

iv. Detection of medical phenomena. A variety of health-related indices (e.g., a combination of heart rate, levels of various substances in the blood, respiration rate) can be monitored. The onset of a particular medical condition could be associated with a very complex (e.g., nonlinear and interactive) combination of changes on a subset of the variables being monitored. Neural networks have been used to recognize this predictive pattern so that the appropriate treatment can be prescribed. 

v. Stock market prediction. Fluctuations of stock prices and stock indices are another example of a complex, multidimensional, but in some circumstances at least partially-deterministic phenomenon. Neural networks are being used by many technical analysts to make predictions about stock prices based upon a large number of factors such as past performance of other stocks and various economic indicators. 



vi. Credit assignment. A variety of pieces of information are usually known about an applicant for a loan. For instance, the applicant's age, education, occupation, and many other facts may be available. After training a neural network on historical data, neural network analysis can identify the most relevant characteristics and use those to classify applicants as good or bad credit risks. 

vii. Monitoring the condition of machinery. Neural networks can be instrumental in cutting costs by bringing additional expertise to scheduling the preventive maintenance of machines. A neural network can be trained to distinguish between the sounds a machine makes when it is running normally ("false alarms") versus when it is on the verge of a problem. After this training period, the expertise of the network can be used to warn a technician of an upcoming breakdown, before it occurs and causes costly unforeseen "downtime." 

viii. Engine management. Neural networks have been used to analyze the input of sensors from an engine. The neural network controls the various parameters within which the engine functions, in order to achieve a particular goal, such as minimizing fuel consumption.



Application areas include system identification and control (vehicle control, process control), game-playing and decision making (backgammon, chess, racing), pattern recognition (radar systems, face identification, object recognition, etc.), sequence recognition (gesture, speech, handwritten text recognition), medical diagnosis, financial applications, data mining (or knowledge discovery in databases,), visualization and e-mail spam filtering.

















2.8.2 	Use in Teaching Strategy



Neural Networks are being used to determine the significance of a seating arrangement in a classroom learning environment. In this application, neural networks have proven that there is a correlation between the location of high and low-performing students in the room and how well they do in the class. An article in Complexity explains that when low-performing students are seated in the front, their chance to do better increases. The results of high-performing students who are seated in the back are not affected. In addition, when high-performing students are seated in the outer four corners, the performance of the class as a whole increases.



2.9	UNCERTAINTY ANALYSIS



Uncertainty must be taken in a sense radically distinct from the familiar notion of risk, from which it has never been properly separated. The essential fact is that 'risk' means in some cases a quantity susceptible of measurement, while at other times it is something distinctly not of this character; and there are far-reaching and crucial differences in the bearings of the phenomena depending on which of the two is really present and operating.It will appear that a measurable uncertainty, or 'risk' proper, as we shall use the term, is so far different from an unmeasurable one that it is not in effect an uncertainty at all.



Although the terms are used in various ways among the general public, many specialists in decision theory, statistics and other quantitative fields have defined uncertainty and risk more specifically. Doug Hubbard defines uncertainty and risk as:

i. Uncertainty: The lack of certainty, A state of having limited knowledge where it is impossible to exactly describe existing state or future outcome, more than one possible outcome.

ii. Measurement of Uncertainty: A set of possible states or outcomes where probabilities are assigned to each possible state or outcome  this also includes the application of a probability density function to continuous variables

iii. Risk: A state of uncertainty where some possible outcomes have an undesired effect or significant loss.

iv. Measurement of Risk: A set of measured uncertainties where some possible outcomes are losses, and the magnitudes of those losses - this also includes loss functions over continuous variables.

Uncertainty analysis can be seperated by two method.Newton Approximation Method and Sequential Perturbations are normally used in measure propagation of uncertainty.



2.9.1 	Analytical (Newton Approximation) Method 



	The analytical method involves deriving a single formula for the uncertainty in a measurement.



i. Straightforward computation

ii. Becomes unwieldy and eventually impractical as the data reduction procedure becomes increasingly complex.



As a consequence of the Fundamental Theorem of Calculus





Where δxi is a finite perturbation in the measured value of xi.



Now, if we use, then





		    (2.0)









The uncertainty in R due to the uncertainty in xi can be estimated by perturbing the data reduction formula by ui.

Equation (1) becomes





			                (2.1)

Where















The uncertainty in R is estimated by sequentially perturbing the input values xi by their respective uncertainty. 





The analytical method is a linear approximation for  can be made,Which is valid when  is small and neglect the higher order term in equestion 





                                						    (2.2)









For small deviations from the value of  x‾ , this slope predicts an acceptable, relationship between ; and  . The derivative term is a measure of the sensitivity changes in x. Since the slope of the curve can be different for different value of x, it is important to evaluate the slope using a representative value.We apply this analysis to the errors that contribute to the uncertainty in x, written as . The uncertainty in x will be related to the uncertainty in the resultant 





                                   			                 (2.3)



Consider a result R which is determined throught some function relationship between independent variables, defined by.



					                (2.4)

Where L is the number of independent variables involved.Each variables will contain some measure of uncertainty that will effect the result.The best estimate of the true mean value R would be stated as







                                       		                (2.5)



Where the sample mean of R is found from





                                            		                           (2.6)



And uncertainty R‾ is found from





                                        		                           (2.7)

The RSS form can be derived from the linearized approximation of the Taylor series expansion of the multivariable function.A general sensitivity index өi,result from taylor series expansion is





                                 i=1,2,……..L      		           	                (2.8)



The Propagation of uncertainty in the variables to the result will yield an uncertainty estimate given by 







     		 	                (2.9)







2.9.2 	Numerical (Sequential Perturbation) Method



	The sequential perturbation technique is easy to implement when the data reduction procedure is automated via a computer program.



i. Uncertainty estimate is approximate, not exact as in the analytical method.

ii. Is simple to implement, and allows for evolution of the model underlying the data reduction.





A complex dynamic system is one consisting of multiple elements, where the future state of the system is determined by a function    of its current state, 







Where    is the state of the system at time[image: $t$]. 



The typical feature of interest of complex dynamic systems is their asymptotic behavior as[image: $t \rightarrow \infty$]. The set of states towards which a system converges under these conditions is known as an attractor. Attractors may be fixed points, limit cycles, or non-repeating `chaotic' attractors. Systems may contain single or multiple attractors. The set of initial states of a system that converge to a given attractor forms the basin of attraction of that attractor. 

The Perturbation Analysis pattern requires a dynamic system, consisting of: 

i. a finite set of elements, each of which may take a discrete or continuous value; and 

ii. A deterministic updating function. 

The sequential perturbation method is a numerical approach can also be used to estimate the propagation of uncertainty .Referred to as sequential perturbation it is generally the preffered method when direct partial differentiation is too cumbersome or intimdating.or the number of variables involved is large.The method is straightforward and uses a finite difference method to approximate the derivaties.	(Figliola & Beasley 2006)

i. 



Based on measurement for the independent variables under some fixed operating condition, calculate a result This value fixes the operating point for the numerical approximation.

ii. Increasing the independent variables by their respective uncertainty and recalculate the result based on each of these new value.













		              (2.10)



iii	In the similar manner decrease the independent variables by their respectives  uncertainties and recalculates the result based on each of these new values.call these values .





iv	Calculate the differences  and .





                             



                               .				              (2.11)



v	Finally, evaluate the approximation of the uncertainty contribution from each Variable.



                                                                  (2.12)

vi	The uncertainty result is



  (p%)                                       (2.13)

Equations 2.12 provide two methods for estimating the propagation of uncertainty to a result. In most cases, use of either equation will yield nearly identical results, and the choice of method is left to the user. We point out that sometimesunreasonable estimates of up may be generated by either method. When this happens thereuse can be traced to a sensitivity index that changes rapidly with small changes infre independent variable, r;, coupled with large value of the uncertainry u,,. In thesesiruations, the engineer should examine the cause and extent of the variation in sensitivityand to use a more accurate approximation for the sensitivity.In subsequent sections, we develop methods to estimate the uncertainty.



The Perturbation Analysis pattern is useful in the following situations: 

i. A dynamic system is subject to some intrinsic or extrinsic perturbation, and it is desirable to stochastically or systematically explore and quantify the effects of these perturbations. 

ii. A dynamic system can settle down into one of several possible behaviors’ and it is desirable to know either the likelihood of a system reaching a specific stable behavior, or the probability of a system switching from one stable behavior to another. 

iii. A dynamic system is being used for prediction and it is desirable to know how far into the future its behavior can be confidently predicted if there is some uncertainty as to its initial state. 
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