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AbstEact 

The studies in the multi-agents system (MAS) have attracted many researchers from 

various fields. The focal point of investigation in MAS has not only surrounded on 

the development of the control algorithms, but nowadays covers on the practically 

to use MAS as one of the problem solvers in the other fields of studies. 

This dissertation is concerned on solving the Stable Marriage Problem (SMP). 

The SMP is a combinatorial optimization problem of finding the stable one-to-one 

pairing between the bipartite sets. The simplest example to illustrate the bipartite 

sets is to consider the groups of men and women. Each individual in both groups 

has their own sets of preference lists. In these lists, they contain the information of 

the preferred partners ranked in the orderly manner. The main objective in solving 

SMP is to attain pairs between these two sets, such that there exists no blocking 

pairs. Hence, if this is achieved then the matching is called a stable matching. 

David Gale and Llyod Shapley were the first to introduce the SMP theory in 

year 1962. They proposed sequential algorithm (namely, G-S algorithm) to attain 

matching between the two sets. But, the results indicted that the optimal matching 

favors more to the proposers than the receivers. Furthermore, since the proposed 

algorithm partially utilized the information from preference lists, hence opens for 

possibility that there exists other methods which yields to better matching. 

In this dissertation, we proposed a new method of finding matching between 

the bipartite sets by the means of MAS. By assigning each agent to represent the 

individuals in the sets (i.e., to denote agents as man and woman), we designed the



suitable control laws to steer the motions of the agents such that their final positions 

correspond to the final matching. 

To achieve this objective, we utilized the same preference lists as used in G-S 

algorithm to find matching. We introduced a global Lyapunov function that make 

use of all the available information. There were two control laws proposed in this 

dissertation. The first control law considered full communication topology between 

all agents. However, there was drawback such that the amplitude of the calculated 

control signals became large. To overcome this phenomenon, we proposed the sec- 

ond control law, where it is almost identical to the previous one. Here, the com-

munication between agents were now limited to exist only among their. neighbors. 

Consequently, the amplitude of the calculated control signals were reduced. 

By executing the proposed control laws, the final trajectories and positions of 

the agents gave us the information on the agents' final pairs. It was also found that 

the steering motions of the agents corresponded to the minimization of the global 

Lyapunov function. The total system of MAS is Lyapunov stable, but the final 

matching still indicated the existence of the blocking pairs. 

In conclusion, the proposed control algorithms can guarantee that each of the 

agents to be matched with his or her stable partners. It was also observed that this 

matching yielded to the total system to be Lyapunov stable, despite the existence of 

some blocking pairs.
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Chapter 1 

Introduction 

1.1 Motivation and objectives 

The multi-agents system (MAS) is composed of multiple interacting intelligent 

agents that share information among them to accomplish a certain task. Substan-

tial platforms of researches related to MAS can be found inmany areas[l]. Well-

established and on-going discussion topics related to MAS vary from formation 

control (i.e., leader-follower[2]), consensus[3], and pursuit[4] ) to wireless sensor 

network[5], and system tracking[6]. 

On the other hand, the stable marriage problem (SMP) is one of the combinato-

rial optimization problems. Given the groups of men and women, where each of the 

individuals has their own sets of preference lists; such that they rank orderly their 

preferred partners With this information, the aim of solving the matching problem 

is to establish a stable partnership between these two sets without the blocking pairs. 

The terminology of SMP was first coined in year 1962 by David Gale and Lod 

Shapley in their seminal work of [7]. They, introduced :a sequential algorithm (as 

from now on we refer it as G-S algorithm) to establish matching between bipartite 

sets, in consideration of matching students with their appropriate colleges, or in the 

marriage situationper Se; The algorithm works by one side of the divides to make 
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CHAPTER]. INTRODUCTION 

the proposal, while the other evaluates either to accept or reject the said proposal. 

The proposing iteration continues as long as there exists proposer which has yet to 

be matched with his/her stable partners. 

The G-S algorithm works flawlessly to attain stable matching between these 

two sets without the blocking pairs. However, it only uses partial informãtibn from 

the preference lists where the matching iteration stop once all the proposers found 

their matches. Therefore, there are possibilities that other probable matching might 

yield to better matching results suppose full information,in thepreferencelists is 

used. Moreover, the G-S algorithm favors proposer than the receiver. Hence, the 

attained final matching will be optimal to the men (if they are the proposer) over 

the women. This phenomenon is commonly known as the men-optimal, women-

pessiinal situation. 

The way this algorithm wprks in sequential manner limits the usage of all the 

information available in the preference lists. Therefore, in this dissertation we aim 

to emulate the strategies given by the - G-S algorithm, but to introduce dynamical 

approach in attaining stable matching between the bipartite sets. 1In.thefollowing, 

we state the main objectives which motivate us in our investigationof.the stable 

marriage problem. 

The objectives of this work are as follows: 

• To investigate the potential of treating a discrete optimization prdblemthrough 

solving the Sets of differential equatiotsin the multi-agents fOrmulation. 

To' id6fitify and foi-niulritesuitáble dbt funëtibn that best interpret the prefer-

ence lists of bothieri arid women' 

• To attain dynamically stable matching between men and women. 

• 

2



CHAPTER]. INTRODUCTION 

1.2 Surveys on past and relate researches 

The studies on SMP have attracted many researchers in various fields particularly 

in discrete mathematics and economics. One of . the famous examples which thor-

oughly utilizes the matching theory is the National Resident Matching Program 

(NRMP) of the United States, that focus on assigning the medical school students 

to their appropriate residency program[8,9]. Apart from NRMP,the SMP theory 

has also been applied in computer science[10] and engineering[i 1, 12]. 

Vast approaches in finding optimal matching inthe case ,of SMcan be found in 

the literature. As the matching theory was first introduced by Gale & Shapley[7], it 

was observed that the pattern in the earlier works of SMP revolvedaround the key 

concepts of utilizing the discrete-or sequential algorithms such as in [13, 14, 15, 16]. 

In the later years, more optimization techniques came into existence.. In [17], a 

linear programming technique was proposed to find the stable matching. Further, 

the applications of linear programming was extended to the case of weighted graph 

matching problem[ 18], and as part of a dual ascent algorithm [191 

Another approach of solving SMP is by utilizing the biologicaly-inspired so-

lutions. In Nakamurá et al. [20], they proposed the Genetic Algorithm(GA) in the 

sex-fair matching. They treated the SMP as the graph problems for effective ap-

plication of GA. In addition, Vien & Chung [21] also adopted GA. In ccintrast to 

[ 20], they proposed the conversion of the preference list into multi-objective fitness 

function, and then sought the optimal solution by GA. In [22], the authors consid-

ered the multi-attribute bilateral matching jroblem and employed the Ant Colony 

algorithm to seek the optimal matching 

The SMP has also been investigated through graphical elucidation. In [23], 

a network visualization of stable matching in SMP has been presented. The au-

thors iñtEOdüced the network consisting of nOdes which represents matähihg, and 

achieved täbilityTh 'exähaning a partner between two iairs. In the extended 

work[24], the authors proposed the base of SMP represeñtéd by the multi-edges 

3



CHAPTER]. INTRODUCTION 

bipartite graph. In this approach, the classification of all matching instances could 

be identified by a diagram that contains several constraints. 

In this dissertation, we aim to investigate the potential Of attaining stable match-

ing between the bipartitesets of men and women by dynamical approach. hi similar 

fashion to our tháinóbjèctive, Hát & Ishidá [25] proposed the prey-predator strat-

egy based on the Lcitka-VolteiTa model 'to dyndihicalIST Iattdin stable matching. A 

set of differential equátiOns representing the potential' pairs in the matching were 

formulated from the préferènce lists. In 'contrast to [25], ciur pro'osál foéä on de-

signing the suitãblëcôiitrol action to ëaëh Of the agent's that'eprèsents the individual 

in both men'ànd'WOhIêñ' 'sets. The Ofol5696d cOi'itrol Ia is are derive'dbasèd on the 

Lyapunov fun$tiOn thiniñiiàtidh fôrñ'iulatd frOhi the prefernée lists By 9teering 

the agents' motions to the intenlecl common position, we lynamlcally attain stable 

matching 

1.3 Applications overview, 

The implementation of the matching theory can be found in the broad spectrum of 

applications ranging from economics to engineering. To mention a few works in 

economics, in [26, 27], the dynamics of the two-sided matching has been investi-

gated. Meanwhile in [28], Chen & Song studied the matching between banks and 

firms in the loan market. 

Other promising, practical applications of SMP are also emerging in the engi-

neering. Nitin & Verma [11] presented evidences that SMP is identical to the prob-

lem of Stable Configurations of Multi-Stage Interconnections Network (MINs), and 

proposed efficient algorithms to solve the dynamic MINs stability problem in [12]. 

In. [29], Leshem et al.proposed the use of SMP theory in allocating spectrum of cog-

nitive, radio systems. On the other hand, Xu & Li [ 30] treated the virtual machine 

(VM) migration problem in cloud computing and proposed the egalitarian approach 
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CHAPTER]. INTRODUCTION 

to find a stable matching fair between VM and servers. 

To add further to the list, the SMP has also been implemented to suit the applica-

tions in robotics and image processing. In [31], the distribütd SMP was formulated 

on the battery charging Manning of autonothóus'ñiObiiéróbóts. They assumed that 

there exists n autoñOmus mobile robots and ñ chareisttiöhs iulid ihplanning 

was needed to avoid-starvation of robots. Next, ff1 '[32] 'the SMP 'á1ofithms was 

proposed for image processing. The aüthoriñtOduced the BZalgOrithhi to"ãchieve 

efficient trade-off between theglobal satisfaction the fairness and stability. BZ was 

formulated based on the (I-S algorithm in whiëhit scans thethathageiable cells to 

maximize stability and global satisfaction concurrently. 

1.4 Main contributions of the dissertation 

In this dissertation, we present the approach of attaining stable matching in the 

multi-agents framework. The dominant aim of this work:is to formulate suitable 

Lyapunov function based on the given preference lists in order to attain stable 

matching. We claim the following as the contributions derived from our work: 

. We introduce the alternative definition of stable matching as given in Defi-

nition 3.3.1 as to complement the existing definition of stability in matching 

theory. 

. We propose Theorems 4. 1.1 and 5.2.1 to present the suitable control laws exe-

cuted by each agent, such that the dynamical stable matching can be attained. 

The stability of the matching can be analyzed by investigating the stability of 

the total system utilizing the Lyapunov stability theory. 

1.5 Organization of the dissertation 

The narrative of chapters for the rest of dissertation are as follows:
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In Chapter 2, we provide the mathematical notations related to our work. We 

also discuss the definition of stability commonly used in a dynamic system and the 

definition of stability used in the matching theory. 

Next in Chapter 3, we revisit the 0-S algorithm before introducing our problem 

setting in attaining stable matching by the means of MAS. 

Chapters 4 and 5 contains our main results. Here, we formulate the control 

laws for two different conditions. The stability of the total system formed by the 

proposed control algorithms are also analyzed. 

Then, in Chapter 5,,•the effectiveness of the proposed methods are illustrated by 

numerical example. 

Finally in Chapter 7, we state our conclusions and suggestions for future work.



Chapter 2 

Mathematical Preliminaries 

In this chapter, we provide the preliminaries of some mathematical notions and 

definitions which are crucial in our work. In Section '11 we address some basic 

notations. In Section 2.2, the basic structure related to the graph theory is pre-

sented. Then, in Seátion 2.3 we restate the fundamental definitions related to SMP 

from 33j. Finally in Section 2.4, the definitions of stability for both Lyapunov and 

matching theories are discussed. 

2.1 Basic notations 

The sets of real numbers and vectors with rn-dimension are denoted as R and R, 

respectively. We say that the vector AT and the matrix Br as the transpose of 

A € W and B E IR'"<'. If B € RnXn is non-singular, then its inverse is denoted as B-'. 

Let 1 = [1'. 
]' be the vector with all elements of 1. The identity matrix with 

n x n dimension is denoted as I € R"'. For A = (a,) € R'° and B € W <', we 

denote the Kronecker product A ® B €	 as 

a, 1 B •... aimB 

AB= 	 (2.1) 

anmB

VA



CHAPTER 2. MATHEMATICAL PRELIMINARIES 

For a given Euclidean norm function, we treat the following lemma as to provide 

conditions relaxation when we encounter a discontinuous point x = 0. 

Lemma 2.1.1. Given the Euclidean norm h(x) := IIx(t)lI with x €	 its derivative


with respect to t is 

d	 T -lixil = (ôh(x)) --	 (2.2)

dt 

with subdifferential of h(x) with respect to x 

X 
-	 ifx#O' 

ôh(x)	 IIxIl	 (23) 

tI III :5 A 1 if x= O.• 

Proof. First, consider the part when x # 0. By defining s(x)	 IIxII	 xTx 

and differentiating it by t, we have	 = 2xT± . Then, the time derivative of lixil isdt

 calculated by applying the chain rule such that 

d	 dr drds 1 ids x  
IIxII=	 = --- =
	 = 

which is valid 'lx * 0. Next, we consider the part when x = 0. Since h(x) is non-

smooth at x = 0, then we define a subgradient g which is any element of [-1, 1] to 

ensure the continuity of the ôh(x), that is 

d	 T. IIxII= g x. 
dt

Fil 

Assumption 2.1.1. The Euclidean norm h(x) defined in Lemma 2.1.1 is a C° func-

tion and is not differentiable at point x = 0. By introducing the subdifferential (2.3) 

with subgradients x/IIxII and g, we assume this function becomes smooth at x = 0. 

8



CHAPTER 2. MATHEMATICAL PRELIMINARIES 

2.2 Graph theory 

A graph G of N agents is built upon a finite set called the vertex/set represented 

by I = 11, 2,. . . ,N),and the corresponding positions X = {xj,'....,XN}, with the 

edge set of 6. We' said x, x .(=- 6 if there is a communication ilink between them. 

We define the neighborhood set of agent i as Ni = IX  I xi , x € 6, Vi). In some 

occasions, if the sensing range R between the agents is specified, then we define the 

neighborhood set as in Def. 2.2.1 

Definition 2.2.1 (Neighbouring Agents). Let R be the distance sensing range of 

agent i. Agent j is a neighbor of i if j belongs to Ni where 

N1 = {jEIi r11 = I1x1 -x1ii :!^R}
	

(2.4) 

is the neighboring set of each i. 

The cardinality of agent x, is denoted as lxii where cardinality is the number of 

edges connecting x, to its neighbors. Theraph Gisan'undirectèdgraph if Vx 1 € 

there is no arc connecting from x1 to x1 € N. In contrary, the graph G is said to be 

a directed graph if such arc exist. The ëxaftip1esof undiitcted and directed graph 

topology of six agents system are i1lustratedin Figs. 2,1(a) and 21 (b), respectively. 

Let the adjacency relationship of agent xi with its neighbors be encoded by the 

symmetric N x N adjacency matrix ((G) = [a,] E IRNXN, where for the undirected 

graph topology

1 ifx1€N, 
a11 :=

	

	 (2.5) 
0 otherwise. 

The degree matrix 13(G) E RNXN containing the vertex degree of G on the diagonal,



x5

X.

X5 
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(a) Undirected graph	 (b) Directed graph 

Figure 2.1: Examples of graph topology tor six agents. 

is denoted by D(G) = diag{di ,. . . , djv} = diag(5i(G)1), where 

d := lxii =
	 (2.6) 

Then, £() is the Laplacian matrix associated with G where it satisfies 

£(G) := 1(G) - 7I(G) ^: 0.	 (2.7) 

The real eigenvalues of (2.7) can be sorted to satisfy 

0 = A 1 (G) :!^ ,1(G) !^ ... :^ ,IA,(G). 

The following lemma addresses the connectivity of a given graph G: 

Lemma 2.2.1. Suppose ,12(c) > 0, then G is a connected graph. 

Proof. See Theorem 2.8 in 34] for complete proof. 	 o 

Besides, given a weighted graph G, we can also define its Lap1acianC(G) 

(lij)nxn with the associated weight W 1 ^! 0, for the arc x, to xj with 

Wjj ifj=i 

lij=	 i
	

(2.8) 

—Wjj ifj#i.

10
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Definition 2.2.2. For a graph G, if there always exists path from vi to v j , V (i, j) E V, 

then G is a strongly connected graph. 

Definition 2.2.3. A graph G is said to be balanced if deg =	 where deg is
in in	 OUP

the number of incoming links into the node v, and deg 1 is th&ñiimber of outgoing 

link from the node v, Vi. 

2.3 Important definitions in Stable Marriage Prob-

lem 

In this section, we restate the definitions adopted from [33], and they are asserted 

here for clarity. 

Definition 2.3.1 (Preferred partner). Suppose the persons x and y are in z's prefer-

ence list and of the opposite sex, then if and onlyif x proceeds y in z's list, we say 

z prefers x than y. We also denote this condition as x >- y. 

Definition 2.3.2 (Matching). Suppose M is the matching set for a one-to-one cor-

respondence pairing between the men and women sets. For a man m to be called 

partner to a woman w, then {m, w} E M. )Wealso denote m = pM(w), w = pm(m) to 

imply pm(w) and PM (w) as the M-partners of rn and w, respectively. 

Definition 2.3.3 (Blocking Pairs). Given two pairs {m, w}, {m, w} € M such that 

m = PM(wx) and m = PM(Wy). Suppose that b'áseddthe preference lists of m 

and w, we have W >m WY and m >- my, then we say that the pair mw constitute 

the blocking pairs of M, such that mw € 

Definition 2.3.4 (Stability in SMP). A matching M where	 0 is called unsta-

ble, and is otherwise stable. 

Definiti6n2.35 (Stable'Páir)' Fóf m = pM(W), where {m, w} € M süèh that BP = 0, 

then m and w constitute 'blidii in M. 

11
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2.4 Stability theory 

An autonomous system can be represented by the first order differential equation of 

f(x(t))
	

(2.9) 

where f: D -+ R' is a locally Lipschitz function and mapped from domain D c I' 

into R1 . The system (2.9) is said to be continuous and smooth, since the right hand 

side is continuous. 

On the other hand, to denote the differential equation of discontinuous-right-

hand side, it can be represented by a differential inclusion 

i(t) E 
a.e. K(f(x, t)}
	

(2.10) 

where Ktf(x, t)} is the Filippov's differential inclusion. The abbreviation a.e. stands 

for almost everywnere 

Definition 2.4.1 (Filippov solution [35, 36]). A vector function x() is a solution of 

(2.10) on [t0,t1] if 

X( .) is absolutely continuous on[to, ti], and 

. for almost all t € [to, t1] 

(t)(=-K(f(x, t)}.	 (2.11) 

with

K{f(x,t)} = fl fl	 f(B(x,5) - D, t)	 (2.12) 
6>0 p(D)0 

where co means the closed convex hull; B(x,(5).is.a closed . 6, neighborhood of 

; D is an arbitrary set in R; ,u isn-dimensional Lebesgue measurefl(N).O 

12
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means the intersection over all sets D of Lebesgue measure zero. 

Definition 2.4.2 (Stability of the equilibrium point[37, 38]). Let xo € D be the 

equilibrium points of either (2.9) or.(2. )0). ¶Then, the equilibrium point x = x0 is 

(i) stable if, for each €> 0 R, there exists 'd = 6(E) > 0 to satisfy 

11x(0)II <6 = 11x(t)II < e, V t ^! 0, 

(ii) asymptotically stable, if condition (i) is satisfied, and there exists 5 E R such 

that

IIx(0)II <6 = limx(t) = x0. 
t—oo.. 

2.4.1 Lyapunov stability 

The stability of a given dynamical system can be analyzed bychecking the stability 

of the solutions ofits differential equationnear.to . a. point- of equilibrium. Hence, 

by ensuring that the stability conditions are satisfied,,then we,can conclude about 

the behavior of those system at this point. The, general description of the,stability is 

given in Def. 2.4.2. However, the following lemmas provide us with essential tools 

in analyzing the stability of the dynamical system near its equilibrium points. 

Lemma 2.4.1 (Lyapunov's second method for stability). Assume that the system 

(2.9) has an equilibrium point at x = x0 . Then, the system is asymptotically stable, 

if and only if there exist a Lyapunov function V(x) : W —* R satisfying. 

• V(x) > 0 for all x # x0, 

• V(x) <0 for all x # x0 , and 

• V(xo) = V(xo) = 0.

13
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Suppose the right-hand-side of (2.9) is non-smooth (i.e., equation (2. 10)), then 

the following lemma provides the generalized form of Lemma 2.4.1 to discuss the 

stability of the non-smooth dynamic. 

Lemma 2.4.2 (Generalized LyapunOv Theorem). Given that (2:10) 
is 

discontinuous 

on the right-hand-side, and has an equilibrium point x Xn. Then, if there exists 

• a V : R'2 -' R, V(xo) = 0, V(x) > 0, Yx # x0 , such that V(x(t)) is absolutely 

continuous on [t, oo), and 

•	 [V(x(t))] < — E <0 a.e. on {t I x(t) # x0}, 
dt 

then x converge to x0 in finite time. Thus, the system (2.10) is generally asymptoti-

cally stable in the sense of Lyapunov. 

Proof. See Theorem 2 in [36] for the complete proof. 	 0 

2.4.2 Stability in matching theory 

The stabilit Of a given matching is analyzed by identifying the existence of the 

blocking pairs: For any given matèhing, it is said unstable if there exist blocking 

pairs,and otherwise stable. To clearly comprehend this concept, let's consider two 

examples'of thiee pairs SMP problem gi Vën in Table A.2 of Appendix A. 

Example 2.4.1. Let M1 = { m i w i , m2 w2 , m3 w3 } is said to be the matching pairs 

for men and women based on the preference list in Table A.2. First, consider the 

pair mith-E M1 . Heie; weban see that m 1 prefers w2 thanhis current partner, w1. 

Similarly, w2' also prefers mj than her current partner, m2 . Hence, m 1 w2 forms 

the first blocking pair in M1 . Next, for the pair m2 w2 € M1 , thèiêis no blocking 

pair associated with it. However, for the pair m3 w3 € M, wecan see that m3 prefers 

W2 than this current partner w3 , and w2 prefers m3 than her current partner m2 . So, 

we deduce m3 w2 € B' Therefore, since there eit blocking pais in M 1 where 

8'P = {m 1 w2 , m3 w2 }, then M1 is an unstable matching. 

14
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tial platforms of researches related to MAS can be found inmany areas[l]. Well-

established and on-going discussion topics related to MAS vary from formation 

control (i.e., leader-follower[2]), consensus[3], and pursuit[4] ) to wireless sensor 

network[5], and system tracking[6]. 

On the other hand, the stable marriage problem (SMP) is one of the combinato-

rial optimization problems. Given the groups of men and women, where each of the 

individuals has their own sets of preference lists; such that they rank orderly their 

preferred partners With this information, the aim of solving the matching problem 

is to establish a stable partnership between these two sets without the blocking pairs. 

The terminology of SMP was first coined in year 1962 by David Gale and Lod 

Shapley in their seminal work of [7]. They, introduced :a sequential algorithm (as 

from now on we refer it as G-S algorithm) to establish matching between bipartite 

sets, in consideration of matching students with their appropriate colleges, or in the 

marriage situationper Se; The algorithm works by one side of the divides to make 

1



CHAPTER]. INTRODUCTION 

the proposal, while the other evaluates either to accept or reject the said proposal. 

The proposing iteration continues as long as there exists proposer which has yet to 

be matched with his/her stable partners. 

The G-S algorithm works flawlessly to attain stable matching between these 

two sets without the blocking pairs. However, it only uses partial informãtibn from 

the preference lists where the matching iteration stop once all the proposers found 

their matches. Therefore, there are possibilities that other probable matching might 

yield to better matching results suppose full information,in thepreferencelists is 

used. Moreover, the G-S algorithm favors proposer than the receiver. Hence, the 

attained final matching will be optimal to the men (if they are the proposer) over 

the women. This phenomenon is commonly known as the men-optimal, women-

pessiinal situation. 

The way this algorithm wprks in sequential manner limits the usage of all the 

information available in the preference lists. Therefore, in this dissertation we aim 

to emulate the strategies given by the - G-S algorithm, but to introduce dynamical 

approach in attaining stable matching between the bipartite sets. 1In.thefollowing, 

we state the main objectives which motivate us in our investigationof.the stable 

marriage problem. 

The objectives of this work are as follows: 

• To investigate the potential of treating a discrete optimization prdblemthrough 

solving the Sets of differential equatiotsin the multi-agents fOrmulation. 

To' id6fitify and foi-niulritesuitáble dbt funëtibn that best interpret the prefer-

ence lists of bothieri arid women' 

• To attain dynamically stable matching between men and women. 

• 

2
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1.2 Surveys on past and relate researches 

The studies on SMP have attracted many researchers in various fields particularly 

in discrete mathematics and economics. One of . the famous examples which thor-

oughly utilizes the matching theory is the National Resident Matching Program 

(NRMP) of the United States, that focus on assigning the medical school students 

to their appropriate residency program[8,9]. Apart from NRMP,the SMP theory 

has also been applied in computer science[10] and engineering[i 1, 12]. 

Vast approaches in finding optimal matching inthe case ,of SMcan be found in 

the literature. As the matching theory was first introduced by Gale & Shapley[7], it 

was observed that the pattern in the earlier works of SMP revolvedaround the key 

concepts of utilizing the discrete-or sequential algorithms such as in [13, 14, 15, 16]. 

In the later years, more optimization techniques came into existence.. In [17], a 

linear programming technique was proposed to find the stable matching. Further, 

the applications of linear programming was extended to the case of weighted graph 

matching problem[ 18], and as part of a dual ascent algorithm [191 

Another approach of solving SMP is by utilizing the biologicaly-inspired so-

lutions. In Nakamurá et al. [20], they proposed the Genetic Algorithm(GA) in the 

sex-fair matching. They treated the SMP as the graph problems for effective ap-

plication of GA. In addition, Vien & Chung [21] also adopted GA. In ccintrast to 

[ 20], they proposed the conversion of the preference list into multi-objective fitness 

function, and then sought the optimal solution by GA. In [22], the authors consid-

ered the multi-attribute bilateral matching jroblem and employed the Ant Colony 

algorithm to seek the optimal matching 

The SMP has also been investigated through graphical elucidation. In [23], 

a network visualization of stable matching in SMP has been presented. The au-

thors iñtEOdüced the network consisting of nOdes which represents matähihg, and 

achieved täbilityTh 'exähaning a partner between two iairs. In the extended 

work[24], the authors proposed the base of SMP represeñtéd by the multi-edges 
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Chapter 3 

Problem Formulation 

In Section 3.1, we revisit the algorithm roposêd by Gale & Shapley[7] to attain 

stable matching4ör'a given bipartite setsOf rnnandOhien. Then in Section(3.2 

we introduce, the dynamic of MAS to represent the individual of man and'woman, 

and our problem formulation. Next,- we  ihtfdüce, the new definition of Dynami-

cal Stable Matchingin Sectioñ3.3. : We'discfSsT the'formulation of the Lyapunov 

function based on the preference lists in Section 3.4. The chapter is summarized in 

Section 3,5 

3.1 Gale and Shapley algorithm 

The terminology of SMP iii the mathhing theory was first coined in year 1962 in the 


seminal work of Gale and Shapley[7]. The original optimization problem involved 


on finding the most stable partners for a given sets Of men and women such that the 


established partnerships do not constitute añy'blOcking pairs. Rèfer,Défs:23.3 and


2.3.4 on the description of blocking pair and stability in terms of SMP'framework.


We assume thatthereexists'bipartite sets dfM := il in i, m2, .. . , mp) and 1/V :=


(WI, W2, . .. , WA, where Mand tW standfdt'tne men arid women sets, respectively, 


Meanwhile, P is the number of pairs. Each of the indi 1idualin'thesetwo sets rank


orderly their preferred partners in the preference lists. We denote ' m as the current 
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man to propose to the woman w in his list. If the proposed woman w is already 

engaged, then in-  is to denote her current partner. On the hand, we use th as the 

next-woman to be proposed from of the m's preference list. The procedure of the 

G-S algorithm [7] is presented in Algorithm 1. 

Algorithm 1 Gale & Shapley Algorithm (Men-proposer) 
1: procedure STABLEMATCHING(m, w) 
2: Initialization: set all men and women to be free 
3: while 3 free rn do 
4: assign w = m's not-yet-proposed woman of the highest rank 
5: if w is free then 
6: m pm(w) & w Mtn) 
7: (m, W) — M	 rn,w become partner 

8: else if w is already engaged with th then 
9: if m precedes rn in w's preference list then 

10: w=pM(m) 
11:.	 (m, w)-*	 w choose new partner 
12: rn becomes free 
13: :else
14: w =,pM (rn) remain engaged 
15: (th w) -+ M	 (ift, w)'remain partner 

16: rnproposes to win flispreterence list 
17: end if 
18: end if 
19: end while 
20: Final matching is established. 
21: end procedure 

This algorithm is guaranteed to terminate at O(Plog P) iterations[13], and upon 

termination, stable pairs M will be established. The stable pairs established in M 

is said to beMen-Optimal, Women-Pessirnal which favors men over women, since 

men are the proposer and women are the receiver. The results will be . the opposite 

such that to favors women over men, if women is the first party to.give the.proposal 

[7, 33]. 

Notice that G-S, algorithm utilizes the sequential steps of optimizing in seeking 

for the stable pairs between the bipartite sets. In the following chapters, we . attempt 

to address the same optimization problem as before, but utilize the multi-agent sys-

tem to achieve the objective.

18
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3.2 Agents dynamics 

We consider MAS consisthofN number of agents that'no'e on n-dimensional 

Euclidean space. Each of the'agent's is described by a single iniéator as 

	

Xi = U1,
	

(3.1) 

where x 1 € ]R n and Ui € lR are the position vector and (velocity) control input to be 

designed, respectively. To represent the dynamic of the total system,weexpress the 

total state and control input vectors as 

	

X1	 IA1 

X=	
nN and u	 ER 

nN	
(3.2) 

	

XN	 UN 

respectively. Therefore, we may further rewrite the total system dynamic in the 

form of

	

= U.
	

(3.3) 

By taking the average positions of all agents, the group's center of formation 

can be determined, such that 

N 

xc =	 xi.	 (3.4) 

On the other hand, it is also assumed that the desired state trajectory Xd € IF for the 

group center xc can be achieved by Ud E W, that is 

Xd	 Ud.
	

(3.5) 
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