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Using an Enhanced Feed-Forward Neural 
Network Technique for Prediction of Students' 

Performance 
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Abstract- The newl y admitted students for the undergraduate 
programmes in the institutions of higher learning sometimes 
experi ence some academic adjustment that is associated with stress; 
many factors have been attributed to this, which most times, results in 
the high percentage of fail ure and low Grade Point Average (GPA). 
Computing the earlier academjc achievements for these sets of 
students would make one to be abreast of their level of knowledge 
academically, in order to be well-infonned of their areas of weakness 
and strength. In this paper, an enhancement of Feed-forward Neural 
Network fo r the creation of a network model to predict the students' 
performance based on their historical data is proposed. In the course 
of experimentations with Matlab software, two network models are 
crea ted using the existing and enhanced feed-forward neural network 
techniques. The abiliry of these models to generalize is measu red 
using simulation methods. The enhanced network model consistently 
shows a high degree of accuracy and predicts well. The performance 
of students predicted as outstanding, can also be supponed 
fina ncially in the fom1 of scholarship; wh ile those that are found to 
be academically weak can be encouraged and rightly counseled at the 
early stage of their studies . 

Keywords- data panitioning, neural networks , predictive model, 
students ' performance 

l. INTRODUCTfON 

T HE technique of data mining is one of the established 
methods that can be used to revea l knowledge from data 
through the construction of models. Traditional data 

analysis techn iques make predictions about the future based on 
a sequence of rules generated from past data; it creates 
c lass ificat ions based on these rules which contain empirical 
knowledge (!]. The use of neural network technique is 
relatively different from the process involved in stat istics, as 
the technique does not require identifyi ng empiri cal rules in 
order to make predictions. Instead, a neural network generates 
a network model by mappi ng all the significant patterns and 
relationships that exist among specified pred ictive attributes, 
otherwise referred here as input. In a supervi sed learning, the 
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network uses another specified attribute usually referred to as 
target to predict an output 

The technique of feed -forward neural network requires back 
propagation a lgorithm for training and from the statistical 
point of view, given enough hidden units and sufficient 
trai ning samples, multi-layered feed-forward network can 
closely approximate any func tion [2]. This network is the most 
popular neura l network architecture and the network is known 
fo r its analytical tractability and effectiveness [3]. 
Enhancement of this network tech niq ue is, therefore, inevitable 
to sustain its performance. 

One of the usefi.JJ indicator to measure the network's 
performance is the sum of square errors [ 4]; other common 
performance measurement for numeric predictions are: mean 
absolute error, mean square en-or, relative square error and 
correlation coefficient [5]. The way data is partitioned a lso 
play important roles in network generalization, essentially, 
tra ining data are expected to cover the full range of the input 
space [6]. Earl ier studies have also revealed some effective 
ways by which errors can be sign ificant ly reduced in a network 
during train ing. For instance, as proposed in [7], the study 
showed that the error rate can be reduced by continuous ly 
adjusting thc weights of network connections, as thi s would 
minimize the difference between the actua l vector output of the 
network and the target output vector. 

The present paper presents a techn ique for improving the 
perfonnance of feed-forward neural network for efficient 
exploration of educational data in order to achieve pred ictions 
of h igh accuracy and better generalization. We organized the 
rest of the paper as fo ll ows: In the next sect ion, the concept of 
modell ing using neura l network technique is di scussed. Jn 
section 3, some re lated works reported in the li terature are 
discussed. Section 4 d iscusses the p roposed approach and in 
section 5, the analysis of the results of this study based on the 
enhanced and ex isting network models is presented. The study 
is concluded in section 6. 

II. NEURAL NETWORK MODELING TECHNIQUES 

A neural network is a massively parallel distributed 
processor, made up of simple processing units that has a 
natural propensity for storing experiential knowledge and 
making it available for use (8]. It resembles the brain in two 
respects: knowledge is acquired by the network from irs 
environment throug h a learning process; a lso, inlerneuron 
connecti on stn.:ng th s, kn own as S) naptic \;. · e ight::;~ are us~d t:· 
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stoP~ the acqui red knowledge. 
feed-forward neural network is a perceptron network with 

one or more hidden layers, each network edge represents a 
scalar information fl ow, so that the number of input neurons, 
p, and the number of output neurons q specifies th e input and 
output dimensionality of the network, which then rea li zes a 
function with p inputs and q outputs, f: RP -+ Rq. A common 
training process fo r the purpose of learning in feed -forward 
neural networks is the back propagation process [9] . The 
techniques of neural networks can learn new associations , 
patterns and functiona l dependencies; the lea rning changes the 
ne1:v1ork's memory either by updating its status or by adding 
new facts and since the neural network does not use a 
mathematical model of how a system's output depends on its 
input, they behave as model-free estimates [I]. 

Ill. R ELATED WORK 

In this section, some rel ated work on enhancing the 
performance of neural network and using neural network for 
predictive model construction is discussed. Improving the 
neural network performance in order to achieve a more 
accurate prediction has been of interest to many researchers. 
Some of the earlier works proposed in this area included: 
improving how the neural network perfonns on new inputs 
( 1 OJ, improving the topology of the network [I I] , 
enhancement on algorithms for network training [12] etc. 

Designing the neura l network architecture for a 
sa ti sfactory performance is a complex task; this most times 
invol ve using several numbers of neurons in the hidden 
layer(s), however, the use of pruning algorithm proposed in 
[ 13] and constructive algorithms for structure lea rning in feed­
fon.vard neural network proposed in [ 14] provides some 
elaborate methods. 

The performance of feed -forward network is enhanced in 
[3] using smal l-world topology and a sim ilar network, but with 
zero rewiring was tested using the same dataset. The 
compari son of the results in both cases shows that the small ­
world topology improved the performance of feed-forward 
network. Earlier studies of supervised learning in a multi­
layered feed-forward network [15] revealed that, archi techtre 
based on small-world reduces both learning error and training 
time when compared to regular network. 

The use of computer - aided optimal design proposed in 
[ 16] is also another method aimed at improving neural network 
predictive abi lity. In the study, the approach designed a 
strategy based on stati stical concepts in order to improve the 
feed-forward network generalization . The study carried out 
Monte Carlo-simulation based method to examine the 
usefulness of the design approach in the contex t of feed­
forward network. Study in [ 17] proposed an enhancement of 
the feed-forward network speed, the approach aimed at 
determining the optimal bias and magnitude of ini ti al weight 

vectors based on multidimensional geometry. The study was 
validated through simulations and comparat ive srudy. 

The study in [ 18], proposed a modified patiicle swarm 
optimization algorithm to select the input weights and hidden 
biases of single-hidden-layer feed-forward neural networks 
with a view to im proving the predictive ability of the learning 
machine. The study was reported to have better generalization 
performan ce. In the study proposed in [ 19], the au thors argued 
tha t the random input weight se lection using Extreme 
Learning Machine (ELM) a lgorithm may lead to an ill­
cond itioned problem, wh ich can lead to a solution that wi ll be 
numerically unstable. As an alternati vc, th e study proposed 
selection algorithm for an ELM with linear hidden neurons and 
the,resulting output was reported to have main:ained accuracy. 

Also, the feed -fo rward network in its regular structure has 
been widely used to create a network model for the purpose of 
mak ing predictions. Study in [20], ident ified data mining and 
machine learning as techniques suitab le for data exploration, 
especially to predict the students· academic performance. 

The dataset explored in the present work differentiate it 
from seven1l other related studies reported in the literature. 
The explored dataset comprised of students' submiss ions 
onlinc while seeking admission to undergraduate programmes. 
The relevant attributes suitable for students performance 
prediction are identified to implement the models constructed. 
We in ferred from the reviewed literature that, sto red data 
captured with respect of each registered student a fter a number 
of semesters are what is widely reported for the prediction of 
students ' performance. Thus, creating a predi ct ive learning 
model with the data used in the present study would unveil the 
background inforn1ati on abo ut the students' ach ievement. The 
present study also proposed some enhancement for the existing 
feed-forward network before it is used to create the learning 
model in order to ensure better accuracy 

IV. Tll E PROPOSED APPROACH 

In this section, the algorithm used fo r the partition ing of 
dataset for learning purposes in the proposed approach is 
represented in Figure I , the algorithm is impl emented using 
Matlab software. The study experiments on series of partition 
options with a view to arriving at the data partitioning that 
gives optimum results. The study compares the accuracy of 
each model, especially as relates to how each network model 
genera lizes with the set of new inputs. 

Several measures can be used to evaluate the success of 
numeric predictions, Mean Absolute Error (MAE) is the 
choice of error measurement to eva luate the accuracy of the 
simul ated outputs of each model in this study. Error computed 
using MAE does not tend to exaggerate th e effect of outliers 
[5] as all sizes of error are treated evenly according to their 
magnitude. 
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/; partitioning of dataset for training 

Stap ]: set data division function to nil 1'fto 91fJh.~ default data division function 
St;;p 1: assign divide indices to net,,;ork &.·ide function '. * if.b.•.i.dR.iJJiis the function to be used in lieu of 

!f»::istu.r;md*/ 
Sl•p 3: set the indices to desired sample size !* forimtanceJ.; x; x.,-1: y and y+l : z, where z is the size of 

the training data.* ,, 
Step 4·: set the nenvolkparameters to indices 
Slap 5: set the divide parameter input indices to corresponding sample input 
S1ep 6: set other nenvork parameters for optimum performance 
Sisp 7: train the net-...vo r.k 

// Tracking of error dtuing training using \·alidation set 
N = Nwnber of Epochs I/ nun1be.rofiterations 
n = cunent iteration 

nM.t. n <N //maximumiterationis set to apartic.ularnumber(N) say 1000 

If (Error~~> (Errar)n."!"l:-l //con1parison to check if present error is greater than the previous error 
{ 

Break /stop training ifye·s, othen:•.-is.e e:ontinuetraining 

End. 
Fig. l Algorithm for the data division and error tracking during training process 

4.1 Data Collection and Transformation 

In order to implement the proposed algorithm and predictive 
models constructed in th is study, we consider us ing a real life 
data sets. Upon request, the dataset was released to us for the 
purpose of this study at a public university in the north central, 
Nigeria. The candidates seeking admission for undergraduate 
programmes were instructed to supply their detailed 
information through the interface provided on the insti tution's 
website. The reason for capturing data in most cases has no 
bearing on using such data for modelling purposes; therefore, 
the data initially stored in Mysql in the portal were converted 
to an Excel file for further processing. 

Some of the variables that are considered to be suitable for 
prediction are identified in these records. The study adopts 
knowledge-driven approach whereby, the domain knowledge 
provided by the experts is relied upon. In order to effectively 
use the technique of data mining to achieve the desired goals, a 
cooperative effort of humans and computers is inevitable as 
best results are achieved by balancing the knowledge of human 
experts in describing problems and goals with the search 
capabilities of computers (21]. Infom1ation received from the 
Knowledge Domain Experts (KDE) and similar variables that 
have been reported in the literature guided this study on the 
choice of attributes, while other variables that are considered 
to have low predictive relevance were discarded. 

The success of data mining technique depends on many 
factors, study proposed in (22] identified qualitY and relevance 
of the data as crucial to model perfom1ance, as date sets that is 
noi ·;,· or redundant cannot reveal reliable knowlecige TC.c r:, e 
~e>e:1ed attributes as shO\\·n in Table l, 5(-;\·es ~:~ : ~.c ::-: ?..: t ~. 

·.~ ~-.:: ~ :_:-:e O\-er3 !! ~chie\·cment by e2.ch s:-cde:-.: ·.:.~::::: ~=- :;~ ... 

-~ - w _:. ~ - o T - .... -
o .::,.._ 

where t = 'target attribute' 
x ='score achieved' 

X ='achievable score' 
x 

t= !-.lQQ (1) x 
TABLE I 

THE PREDICT!YE A ITR!BUTES USED FOR THE /\! ODELLl"G 

LTiff: 
200-219 

220-2'.29 2 
130-239 3 
240 and ab"'"' 4 

·"-TR [h:.ct : 

HSR 

A .. 'E:: 

NDNCE/."-'LEVEL 2 
IDiD 3 
BSC 

Gr~d.s : 

:\! 6 ; -"'"· B2 5 ~ 
A.3 }53 .t C4 

C5 1; C6 

~:..c:-:: ~: :, 
: .: - ~; 
: : -6 ~ 

-: ~-~; 

1 -~ 

1-6 

1-2 
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serves as the target variable and used together with other five 
variables, to construct a supervised learning neural network 
model. The attributes are briefly described: 

Admission Type & Result (A TR): The main entry mode to 
Nigerian un iversity is either through direct (by presenting 
higher institution result) or by participating in the mandatory 
examination known as unne (unified tertiary matriculation 
examination); while the direct entry studen ts join the students 
in second year at the uni versity, utme students commence their 
studies in the first year. 

High School Result (HSR): In th is paper, the quality of high 
school result is determined and coded in a way that, the highest 
qualiry grade achieved in a subject is coded as 6, whi le the 
lowest is coded as I. The West African Examination Counc il 
(WA.EC) standard is adopted. 

A11emp1 in High School Examination(AHSE):Brill iant 
students s it for examination onl y once and pass all the subj ects 
whil e average students may have to attempt such 
examinat ion one more time in o rder to achieve the required 
result fo r further studies. 

Student 's Age: The human ability to recall or retain what is 
stored in their memory, or learn new thi ngs a a faster rate, 
varies with age; under normal condition, younger people are 
most favoured. 

Pre-Admission Screening Test (PST): This is the score 
obtained by the students in the test conducted by the institution 
t0 validate their ach ievements in ATR. 

4. 2 Experiments 

Experimenr 1 
In the first experiment, the data is partitioned and trained in 

conformance with the algori thm shown in Fig ure I. The 1300 
dJ taset is partitioned into three parts ; the specific percentages 
of data used fo r training are: 68, 74 and 80, while the 
remaining data is divided in equa l percen tage for the purpose 
of validation and testi ng. The repeated experiment shows 
margina l improvement for the train ing percentages 68 and 74 
as the error rate decreases, while erro r ri ses sharply with 80% 
training set. Spec ifica lly, with 74% for training, 13% fo r 

validation and 13% for testing , a network model that 
generalizes better and of high accuracy is achieved in this 
study. The network configuration (see Figure 2) and 
architec ture of the proposed network model (see Figure 3) is as 
represented, while defaults are maintained for configuration 
sett ings that are not shown. 

Algorithm 

Network 
properties 

Network 
Parameteis 

Dalo Divi~ion: Index 
Training: L.~H.nR~ Marquardt 

_V;rrwork type: Feed-for;,.-ard BP 
P:irjonnancc: Mean Square Error 
1\.rumber of.Veurons: 20 

Epochs: 750 
Goal: 0 
_\fin grad: I e-7 

Ji@Jr;.il: 12 
Mu : 0 .000 J 

Fig. 2 Configuration of the feed-forward BP network 

The Mean Square Error (MSE) is computed during the 
training which the val idation set monitors to s ignal the end of 
train ing when an increase in error is noticed in order to avoid 
over fitting. The MSE is computed using the fonnula in (2). 

1 " ~ .., 
MSE= - L (~ - Y;) " (2) 

n i=l 

where n is the number of samples, is the prediction and is 
the target va lue. The MSE thus eva luates the qua lity of 
predictions set in terms of its variation and degree of bias. 

Experiment 2 

In the second experiment, the motive wa~ to use the regular 
feed-forward to create model using the same dataset and 
configuration setti ngs used in model construc ti on in 
experim ent I. The network in its default structure in Matlab 
implemen tation partitions dataset to 60% for training , 20% for 
validation and 20% for testing. Other parameters arc left in 
their defau lt setti ngs 

Fig. 3 The Feed-foru ard Neural Network Architecture 

-1. 3 A ccurac,y measurement 

r~.e i;e:work models are evaluated by simulating them using 
·:::5 ,_ ~. ~ .. , en t~ai ned inputs. This is to dctenrnne the 
=c:-: - :- 2 ~.:e :; :: ~ ~:: ~,.of both network models using a dat3Set 

· -~~ :-. ~ : ;- -c., :0._.:...:~ ~c~·n. The simulation resul : ~ b2scd ('r: 

- .. ·. _- .: =~ :·~ -=-...: -:·~ :--.;. : ~ .. : :-.~l'.1. 1.)rk is f('p:-cs .:nted in Fi ; .::-~ 6. 

while Figure 5 represents the result of simulating model 
created using feed-forward network in its regul ar structure. 

The Mean Absolute Error (MAE) is computed on the 
resulting outpu t for each experiment to dete-rmine the pattern 
of error associated with each dataset divi sion that are used fo r 
creat ing the network model. Th is is for the rurp,1se of making 
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various partitwn options. The MAE computation is based on 
(3). 

.... + 
!Yf.AE = 11 (3) 

The predicted \'alues of the test instances are p I, p2 ... .. . pn: 
the actual values are al, a2,. .. ., an. while n is the number of 
sample dataset. 

The neura l networks techniques does not generate rules or 
relationship between the input and output results, bur as a 
machine learning technique, it is able to fit a model from the 
data. Additional information provided by the knowledge 
domain expert is shown in Table 2, this is for the purpose of 
predicting the students' performance based on the network 
outputs. The table contains the acceptable students' 
performance infomiation. The achievement by each student as 
predicted by the network model is therefore, mapped to status 
and performance for final decision making. 

TABLE 11 
STuDENTS' PERFOR;vlo\.NCE BASED ON KDE 

Status 

Risk free 

Low risk 

Medium risk 

Achievement 

75 >= t <= 100 

60 >=I<= 74 

50 >= t <=59 

Performance 

Outstanding 

Good 

Average 

where't' is the overall stud~nts' achievement which serves as the target 
output in the network model 

V. EXPERLMENTAL RESULTS AND ANALYSIS 

A. Fig11res and Tables 

It can be seen that, the enhanced network model records a 
very low error. Also Figure 4 is the target for the trained input 
attributes which comprises of 1300 datasets. Comparing thi s 
figure to the simulated results in Figures 5 and 6, it can be seen 
that Figure 6 which is the result of a simulation using the 
enhanced network shares similar characteristics with the target 
represented in Figure 4. 

100,---------~--~--~------~-----~ 

- -. · t- .: T:: ..... L:~~~: for 1he trained inpurs 

did not have its trained dataset spanned through the input 
space enough, as only few sirnilarities can be identified ard 
several students are shown to have achieved almost the same 
score and above 90. 

-r 
r:J 
! I 

I 
;; 

·'' 
.~ 

" 
" 

Fig. 5 Simulated results us ing the regular feed- forward network 
1(-0-----------------------~ 

:oo 10.0 10( 

Fig. 6: Simulated results using the enhanced feed-forward network 

The experimental results of partitioning dataset to 60%, 
68%, 74% and 80% for training, while the remaining dataset 
takes equal percentages for validation and testing purposes is 

illustrated in Table 3. The enhanced network. delivers the 
lowest error (see Table 3); the present study have therefore 
shown that, the enhanced network generalizes well than the 
existing network in its regu lar strucrure that has a default 

pani tion of 60% 

1 
! 
! 
! 
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TABLE[]! 

MEA.'i ABSOLLJE ERRORS FR0.\1 DfFFEREi'iT PARTITfO:-IS 

[raining set c-~) \'ali<l3lion m (%) Te; ting .5tt Error 
{:,·o)) 

60 i.O 20 0.~33~08 

6S 16 16 0.023309 

74 13 13 0.0151~9 

so lO 10 0.615503 

VI. CONC LUS ION 

This paper show the technique through which the 
performance of feed-forward neural network can be enhanced 
in order to boost the prediction accuracy of a network model. 
The configuration of the network and how the data to be 
trained are partitioned is paramount to the overall network 
perfonnance. This is often the case whenever a modei is to be 
constructed with varied data points. The results of comparing 
the two network models developed in the course of this study 
ha\e shown that, the proposed approach is capable of 
produc ing a more accurate and reliable network model than the 
existing technique. While the proposed approach will be more 
use ful when big or moderate data is to be trained, the network 
r~:od el created using the existing technique that train 60% of 
the data set can do well with small datasets. The study explores 
;e, ·eral options by which dataset can be partitioned to improve 
the performance of the network and a stable network model 
that generalizes well, especially, when new untrained inputs 
are to be predicted is achieved. The enhanced network model 
.:reared in this study delivers consistent and relatively low 
~rror when evaluated us ing simulation methods. The network 
model created using the enhanced feed-forward technique is, 
therefore, suitable for creating a network model that can 
consistently predict well. 
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