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Abstract 

 

 Reverse osmosis (RO) promises to play an increasingly crucial role in water 

supply, especially via desalination. One of the major problems faced by RO technology 

is the decline in membrane performance due to concentration polarisation (CP) and 

fouling. CP increases the osmotic pressure gradient across the membrane, hence 

reducing the net driving pressure gradient. Moreover, CP increases the probability of 

fouling.   

An electro-osmosis technique is proposed in this thesis which has the potential 

to reduce CP because it induces the movement of fluid in the vicinity of membrane, thus 

improving mixing within the boundary layer and enhancing mass transfer. 

Computational Fluid Dynamics (CFD) is used to simulate steady and unsteady electro-

osmotic flow (EOF) in 2D unobstructed and obstructed channels.  

First, a mathematical simplification of EOF is developed that reduces the 

required computational load while retaining the model’s accuracy and physical 

meaning. It is shown that EOF can be mimicked using a slip velocity. The results from 

CFD are found to be in good agreement both with published data and with more 

rigorous simulation approaches.  

For steady EOF in unobstructed channels, the spatial variation in slip velocity is 

found to be the driver for mass transfer enhancement. For uniform-unsteady EOF in 

unobstructed channels, a sinusoidal time-varying electro-osmotic slip velocity has 

negligible effect on the time-averaged hydrodynamics and mass transfer, because the 

effect is nullified within the time oscillation period. Nevertheless, there are still benefits 

for using unsteady EOF for fouling reduction/prevention, as increases in slip velocity 
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frequency and amplitude increase the maximum wall stress which is a proxy for fouling 

reduction.   

For unsteady EOF in spacer-filled channels, the simulation results show that an 

oscillating slip velocity has the potential to induce vortex shedding. This occurs when a 

resonant slip velocity frequency is used for Reynolds numbers near the transition from 

steady to unsteady flow.  
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Chapter 1 

 

Introduction 

 

To date, water scarcity is being recognized as one of the greatest threats to 

human activity. With increased global water scarcity, membrane treatment technologies 

are becoming increasingly important as the most efficient technologies for purification 

and filtration needs.  

Membrane technology covers the engineering processes that utilise synthetic 

membranes to separate the components of a mixture. Membrane separation processes 

can be categorized according to the driving forces applied, namely  

1. pressure-driven (e.g. microfiltration (MF), ultrafiltration (UF), 

nanofiltration and reverse osmosis (RO) or hyperfiltration), 

2. concentration-gradient driven (e.g. dialysis) 

3. temperature-driven (e.g membrane distillation) 

4. electrical-potential driven processes (e.g. electrodialysis). 

The most common types membrane processes used in the industry are pressure-

driven processes. These membrane processes differ in the particle sizes that can be 

separated. In microfiltration (MF), particle diameter sizes between 0.1 to 10 µm are 

separated from a solvent based on a sieving effect. Typical hydrostatic pressure 

differences (the driving force) in MF range from 0.05 to 0.2 MPa. Ultrafiltration 

membranes, separate macromolecules or submicrometer particles, and the applied 

hydrostatic pressures lie in between 0.1 to 5 MPa. In nanofiltration and reverse osmosis 

(RO) processes, the membrane separates macromolecules and low molecular mass 
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compounds (e.g. sodium chloride) and ions from the solvent; hydrostatic pressures are 

typically in the range of 1 to 10 MPa [1]. 

Hollow fibre and spiral wound membrane modules are the most common 

commercial membrane modules utilised. The latter dominate for RO and NF due to their 

good balance between ease of operation, fouling control, permeation rate and packing 

density [2]. For this reason, they are the focus of this research. 

According to  Cummings [3], the global market for membrane processes is 

predicted to reach $8.1 billion by 2018, driven mainly by RO. This is because RO 

continues to play a crucial role in water supply given the increasing scarcity of fresh 

water caused by climate change and human population growth. In response to this, there 

have been significant gains in RO efficiency [4]. For example, the application of 

nanotechnology [5, 6] and biotechnology [7, 8] to membrane fabrication has resulted in 

membranes that exhibit water permeability several orders of magnitude higher than 

conventional polymeric membranes. There has also been a significant reduction in 

energy usage, such that current energy usage is only about 20 % of the usage for early 

RO desalination plants [9]. A recent study by Cohen-Tanugi et al. [10] shows that a 

membrane with 3× higher membrane permeability shows a reduction in the number of 

pressure vessels and the capital investment requirements by 44-63 %. In 2005, the total 

costs (capital and operating cost) for producing water from seawater were less than 

$0.7/m
3
 [11]. This compares with a cost of $1.57 to $3.55/m

3
 in 1988 [12]. 

Although current membranes offer higher permeabilities (flux) than older  RO 

membranes, the benefit of increased flux is limited by concentration polarisation and 

fouling [4]. Concentration polarisation (CP) occurs when, because of solute rejection, 

the convective mass transfer of solutes towards the membrane is initially faster than 

back-diffusion to the bulk. Concentration polarisation leads to an increase of the local 
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pressure and may lead to precipitation and fouling [13-16]. Fouling increases the 

operating cost of a treatment plant by reducing the life span of membranes. It can also  

lead to frequent cleaning necessitating membrane module replacement [17].  

Approaches for minimising the effects of concentration polarisation on 

membrane performance can be categorised into four groups – 

1. boundary layer (or velocity) control, 

2. eddy inducers/generators/promoters, 

3. membrane material and/or surface modification, and 

4. external (electrical or magnetic) fields. 

Of these, approaches 1–3 only reduce but never mitigate the membrane/solute 

interaction. On the other hand, external fields (approach 4) can potentially lift the solute 

from the membrane surface, leading to its subsequent removal due to convection by the 

bulk flow [17]. The external field approach can be implemented independently of the 

velocity field and membrane materials. Importantly, this approach does not intrinsically 

require eddy promoters inside the membrane channel in order to reduce concentration 

polarisation. 

The application of an external electric field near a solid/liquid interface may 

result in the motion of liquid with respect to an adjacent charged surface. These 

associated effects are known as electrokinetic phenomena [18]. Electro-osmosis is an 

electrokinetic phenomenon where the bulk fluid moves relative to a charged surface due 

to an external electric field. It should be noted that electro-osmosis can only occur if 

there are charged species in the fluid that can respond to the electric field [17]. Thus, 

this approach is ideal for desalination and reverse osmosis (RO) water treatment 

because they involve salts and other charged species. As charge separation generally 

occurs at a solid-fluid interface (such as a membrane surface), a thin layer that contains 
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a net electric charge is formed near the wall. This layer is known as the electric double 

layer [19]. The thickness of the electric double layer can be characterized by the Debye 

length (D) which is the distance from the surface to the region where the electric 

potential is exp(−1) or 37 % of the maximum (zeta potential, ) [20]. Electro-osmotic 

flow induced near a membrane surface could potentially disrupt the boundary layer, 

enhance mass transfer and, therefore, reduce the extent of concentration polarisation and 

increase permeate flux in membrane separation operations. 

Recently, there have been an increasing number of publications that utilise CFD 

as a tool for aiding with the understanding of hydrodynamics and mass transfer in 

membrane processes [21-30]. This reflects the potential of CFD as a valuable tool to 

improve the performance of membrane processes. Therefore, this thesis uses a 

Computational Fluid Dynamics (CFD) model to simulate the effect of electro-osmotic 

instabilities on the hydrodynamics in a rectangular membrane channel, similar to those 

found in SWM modules.  

The primary objective of this thesis is to use CFD to investigate the potential for 

reduction of solute concentration at the membrane surface using electro-osmosis in 

membrane systems. The specific aims of this thesis are: 

 To demonstrate the reliability and accuracy of the Helmholtz-Smoluchowski 

(HS) approximation in membrane channels 

 To understand the mechanisms that lead to electro-osmotic mass transfer 

enhancement in steady-state 

 To investigate time-varying electro-osmotic flow (EOF) on the maximum shear 

stress and time-averaged permeate flux 

 To examine the combined effects of integrating the electro-osmotic mixing and 

spacer design approaches for mass transfer enhancement 
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In keeping with these aims, the structure of thesis is organised as follows: 

 Chapter 2 reviews previous studies which focus on improving membrane 

separation. Particular emphasis is given to approaches induce eddies and apply 

external electric fields (e.g. electro-osmosis).  

 Chapter 3 explains the methodology used throughout this thesis. It provides 

information about the common simulation methodology and methods used to 

analyse the results in each of the other chapters. Methods unique to each 

particular chapter can be found in the relevant chapter. 

 In Chapter 4, the suitability and applicability of the HS approach for simulating 

electro-osmotic effects on the velocity profile in membrane channels are 

investigated. This chapter is based on the journal article of the same name 

published in the Journal of Membrane Science in 2014 as shown in the list of 

publications. 

 Chapter 5 focuses on understanding the mechanisms that lead to electro-osmotic 

mass transfer enhancement in steady-state. It is based on the journal article of 

the same name published in the Journal of Membrane Science in 2014 as shown 

in the list of publications.  

 Chapter 6 investigates the temporal variations in slip velocity, especially since 

pulsatile flow has the potential to enhance wall stress and slow or eliminate the 

onset of particle fouling. This chapter is based on the paper under review for 

publication in Chemical Engineering Science.  

 In Chapter 7, the interactions between electro-osmotic mixing and the mixing 

caused by feed channel spacers on mass transfer enhancement is examined. This 

chapter is based on the paper under review for publication in the Journal of 

Membrane Science.  
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 Final conclusions of this thesis are included in Chapter 8.  

 The Appendix contains a list of the CFD videos of vortex shedding related to 

Figure 7.8 and Figure 7.9 on the disc provided with the thesis. 

 The provided disc contains the CFD videos as well as an electronic pdf version 

of the thesis from which figures in the thesis can be viewed in detail. 
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Chapter 2 

 

Literature Review 

 

The focus of this thesis is on minimising concentration polarisation and/or 

fouling. This chapter reviews the main approaches used for reducing concentration 

polarisation or fouling, with the focus on eddy inducer and external field (electro-

osmosis) approaches. This chapter also reviews the current state of the art of the use of 

computational fluid dynamics (CFD) in membrane process analysis. An overview of the 

basic knowledge on the onset of turbulence and the effect of external forces on the 

hydrodynamics in spacer-filled channels is also provided in this chapter.  

2.1 Methods to address concentration polarisation and fouling 

 

Figure 2.1: Schematic of a typical spiral wound membrane module (as in Baker [31]). 
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Spiral wound membrane (SWM) modules are widely used in the membrane 

industry from reverse osmosis (RO) to ultrafiltration (UF) due to their high membrane 

area to volume ratio [2]. These types of modules are the focus in this research. Figure 

2.1 illustrates a schematic SWM module, which is comprised of a series of flat sheets of 

membrane and spacers rolled up around a central collection pipe.  

A major issue associated with these membrane operations is concentration 

polarisation. Concentration polarisation reduces membrane performance through an 

increase of the osmotic pressure at the membrane surface, thus increasing the pressure 

driving force required. Another adverse effect of concentration polarisation is that it 

promotes membrane fouling. The fouling phenomenon results in greater resistance to 

solvent flux, which further deteriorates membrane performance. 

Numerous methods have been proposed to minimise concentration polarisation 

and fouling, such as boundary layer control, eddy inducers/promoters, membrane 

material modifications and external fields. The first two approaches mainly focus on 

concentration polarisation issues while the latter two focus on fouling mitigation [17]. 

All of these approaches aim to disturb the boundary layer and increase the shear rate at 

the membrane surface, leading to an increase in the back-transport of particles and 

solute away from the membrane and potentially hindering the onset of fouling [32]. An 

overview to these approaches is provided in sections 2.1.1 to 2.1.4. 

2.1.1 Boundary layer (velocity) control 

One of the most direct ways to enhance mixing in the vicinity of a membrane is 

to increase the velocity of the fluid that is flowing past the membrane surface. The 

thickness of the boundary layer over a flat plate can be estimated by the Blasius solution 

[33], which gives: 

 𝛿𝑣𝑒𝑙~(
𝜈𝑥

𝑢
)
0.5

    (2.1) 
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Equation (2.1) implies that for constant fluid properties, v, and at a specific 

location, x, the primary reason for a decrease in the thickness of the hydrodynamic 

boundary layer (or flow resistance) is an increase in flow velocity, u. Because of this, 

cross-flow or tangential fluid flow is widely used in membrane separation process to 

improve mixing. Boundary layer control has the potential to minimise membrane 

fouling by continuously lifting the fouling material from the membrane surface into the 

bulk flow [17]. Boundary layer control, however, is insufficient to overcome fouling 

because the turbulence that can be obtained inside the membrane module is limited by 

the energy consumption of the pumps required to generate high feed fluid velocities 

[17]. Boundary layer control therefore has to be combined with other approaches, i.e., 

spacer, membrane modification and materials and/or electrokinetic approaches, in order 

to manage/minimize concentration polarisation and fouling. 

2.1.2 Membrane modification and materials 

The membrane material properties can be modified to reduce foulant-membrane 

interactions and minimise fouling [17]. Membrane materials have to be modified such 

that there is a balance with other competing effects such as product stability, chemical 

resistance, product quality and cost of manufacturing [17]. This means that the 

development of an anti-fouling membrane is a non-trivial task.  

Specifically, it is the skin layer (the top layer) of the membrane surface that 

plays a key role in fouling reduction [34]. Despite the reductions, fouling is not 

completely eliminated.  Moreover, the effect of modified membranes on fouling seems 

only noticeable when the solution is dilute [34]. In order to maximize the effectiveness 

of the modified membrane, other supporting approaches, such as membrane cleaning, 

are deemed necessary [31].  
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2.1.3 Spacer-filled channels 

Membrane spacers are made from plastic netting and are used to separate the 

membrane leaves, hence providing a passage for the fluid to flow. These spacers are 

flow obstructions, and are often referred to as “eddy promoters” because inserting them 

in membrane channels promotes greater mixing between the bulk flow and boundary 

layer [35]. SWM modules are tightly wrapped, hence they cannot be disassembled 

easily for mechanical cleaning. Fouling control in a SWM module therefore can only be 

addressed by hydrodynamics, pre-treatment of feed and operational control/chemical 

cleaning [36]. In terms of hydrodynamics, the feed spacers can be oriented such that 

high cross flow velocities or secondary flow patterns, i.e. vortices (Figure 2.2), can be 

developed in order to generate higher scouring forces along the membrane surface to 

enhance back-mixing from the membrane surface to the bulk of the feed flow [35]. 

However, there are several negative effects associated with the presence of spacers in 

membrane modules; for example, (a) they create areas of stagnant flow and entrapment 

sites where fouling material can accumulate [37], and (b) they increase pumping energy 

requirements due to pressure loss [38]. It is generally agreed that concentration 

polarisation and pressure drop are significantly affected by the spacer geometry [39] 

(i.e. spacer thickness, porosity, orientation, hydraulic diameter, flow attack angle, 

distance between spacers) and materials [40, 41].  
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Figure 2.2: Unsteady laminar oscillating patterns or vortices in membrane (as in Baker [31]). 

Vrouwenvelder et al. [25] highlighted that fouling on the feed spacer has a great 

effect on feed channel pressure drop increase and therefore overall performance decline 

than fouling on the membrane surface. Later work by Suwarno et al. [42], suggests that 

the relative effect of membrane fouling versus spacer fouling depends on the operating 

conditions. This emphasizes that spacer design must be considered when 

managing/addressing membrane fouling [43]. Furthermore, it is extremely difficult for 

the membrane to act as an anti-fouling layer if the spacer design is not taken into 

consideration [43]. This is because the effectiveness of membrane surface modifications 

in fouling reduction is reduced once a fouling layer is formed on the membrane surface  

[34].  
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Despite prior research, it is not yet possible to eliminate concentration 

polarisation and fouling through spacer design. This prompts the need for more studies 

on membrane spacer design and hydrodynamics effect. 

2.1.4 Electrokinetic phenomena  

The application of an external electric field near a liquid/solid interface may 

result in the motion of liquid with respect to the adjacent charged surface. These 

associated effects are known as electrokinetic phenomena. Electrokinetic phenomena 

are one of the most common non-mechanical methods for mixing in microfluidic 

systems. Electrokinetic flow of fluid relative to a charged surface is known as electro-

osmotic motion, while the electrokinetic motion of a dispersed particle relative to a fluid 

is known as electrophoretic motion [19].  The application of electric fields to membrane 

processes began with the work of Bechhold [44] who introduced an electric field as the 

driving force in an ultrafiltration processes. There are two important membrane 

processes which rely on electrokinetic phenomena, namely electrofiltration and 

electrodialysis. The main features of these two processes are summarized in Table 2.1. 

Table 2.1: Comparison of main features between electrofiltration and electrodialysis 

 Electrofiltration [45] Electrodialysis [46] 

Flux 

enhancement 

mechanism 

Drives the charged molecules away from 

the membrane surface and therefore 

minimises concentration polarisation layer  

Electroconvection 

(discussed in detail in  

section 2.2.2) 

Membrane Non ion-exchange Ion-exchange 

Driving 

force 

Pressure and electric field Electric field only 
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2.2 Electric field effects in membrane processes 

2.2.1 Electrofiltration and its principles 

In general, electrofiltration particularly due to electrophoresis, is an efficient 

method to minimise gel layer formation on membrane surface which hence enhance 

filtration flux [47]. The schematic diagram of electrofiltration when an electric field is 

applied across the membrane is shown in Figure 2.3. 

 

Figure 2.3: Schematic diagram of electrofiltration when an electric field is applied across a flat sheet 

membrane (as in Huotari et al. [48]). 

The main mechanism of electrofiltration is related to the force balance on the 

charged particle as illustrated in Figure 2.4 [45]. Assuming the particles are not able to 

pass through the membrane, deposition of particle occurs when the drag force due to 

permeate flux exceeds the sum of the lift force due to cross flow and the back diffusion 

away from the membrane due to the concentration gradient. The electric field drives the 
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charged molecules away from the membrane surface and therefore minimizes the 

concentration polarisation layer [45]. 

 

Figure 2.4: Force balance of a particle in filtration process (as in Weigert et al. [45]). 

2.2.1.1 Pulsed electric field 

One of the important decisions when applying an electric field in a membrane 

system is the choice of electric field mode to be used. There are two types of electric 

field modes available, namely constant and time-varying electric fields. The continuous 

application of an electric field typically requires an electric field strength greater than 

10 kWh m
-3 

permeate, which is at least 5 times greater than the typical pumping energy 

for microfiltration [48]. For the purpose of reducing the power consumption, pulsed 

electric fields have been studied.  

The pulsed electric field approach requires significantly less energy 

consumption than required by the continuous electric field application. Wakeman and 
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Sabri [49] compared the effect of constant and pulsed electric field application on 

crossflow microfiltration processes. They found that constant electric field results in a 

more effective utilisation of energy compared to the pulsed electric field. A normalized 

power factor (NPF) was employed to compare the efficiency of the electrically 

enhanced electric field microfiltration to the traditional microfiltration. Their research 

highlighted that a desirable membrane performance is achieved in the case that NPF is 

below 1, at which the permeate flow rate is greater than the energy consumption. NPF < 

1 indicates a better utilization of energy relative to the conventional cross flow without 

the electric field. 

Pulsed electric field can also be combined with other approaches, e.g. 

obstructions (spacers). Jurado and Belhouse [101] found that a combination of 

electrophoresis and obstruction-induced vortex mixing can significantly improve 

permeate flux in ultrafiltration. The spacers performed two functions: 1) to act as the 

electrode to produce electric field 2) to produce a standing vortex wave. This suggests 

that mass transfer enhancement can potentially be realized thorough the interaction 

between a pulsed electric field and obstructions.   

 

Figure 2.5: Combination of electrophoresis and obstruction-induced vortex mixing (as in Jurado and 

Bellhouse [50]). 
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2.2.1.2 Drawbacks of electrofiltration 

Electrically enhanced pressure driven processes are not commonly used in 

industry, although some large scale applications have been reported [51]. Jagannadh and 

Muralihadra in their review about 20 years ago highlighted that one of the major 

restrictions in the commercial use of electric field enhanced technologies is the lack of 

proper corrosion-resistant and inexpensive electrode materials [17]. Although platinum 

dissolves less, it is still too expensive for practical applications. Kondoh and Hiraoka 

[52] developed an inexpensive carbon electrode for commercial electro-osmotic 

dewatering which dissolves at a rate less than 0.005 g/Ah. Electrodes made of iridium 

oxide coated on a metal carrier such as titanium are popular, due to its high corrosion 

resistant properties [51].  

Another potential side effect of the electrokinetic phenomena is that it can result 

in internal heating (Joule heating) which leads to an increase and non-uniformity in the 

liquid temperature. The disadvantage of a temperature increase is that it decreases the 

electrokinetic separation efficiency in a system.  

2.2.2 Electrodialysis and its principles 

Electro-osmotic phenomena have many applications for ion-exchange 

membranes [53]. Ion-exchange membranes are used in electrodialysis, an 

electrochemical separation process in which electrical potential differences are 

employed for separating ionic species. As mentioned in Chapter 1, the driving force 

across the membrane for RO/NF/UF is the pressure. Meanwhile, for electrodialysis, the 

driving force for ion transport is the applied electric potential between the anode and 

cathode [53]. Figure 2.6 illustrates the concentration polarisation at a positively charged 

nanochannel interface when an electric field is applied across the membrane. A 

concentration gradient is formed at either side of the nanochannel as cations (𝐽𝑐𝑎
𝑚𝑖𝑔

) and 
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anions (𝐽𝑎𝑛
𝑚𝑖𝑔

) are moving (migrating) in the opposite direction in the diffusion boundary 

layer (DBL).  

The mechanism for mixing in an electrodialysis membrane channel is known as 

electroconvection. Two types of electroconvection have been identified: the equilibrium 

(classical electro-osmosis) and non-equilibrium (electro-osmosis of second kind). The 

latter occurs when tangential and normal electric fields are applied. This leads to a non-

equilibrium double layer that destroys the DBL, thus overcoming diffusion limitations 

at the interface and resulting in overlimited currents through the nanochannel [46]. The 

significance of electro-osmosis of second kind phenomena is that its velocity can be 

much larger than those observed for the classical electro-osmosis case [46, 54], which is 

preferable to enhance mixing at the membrane interface.  

 

Figure 2.6: Schematic of concentration polarisation at a nanochannel interface (adapted from Schoch et 

al. [46]). 

The voltage-current curve (Figure 2.7) is an important element of charge transfer 

across ion exchange membranes for electrodialysis, and is closely related with 

concentration polarisation. There are three distinguishable regions in the voltage-current 

curve, namely the ohmic current region I, the limiting current region II and the 
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overlimiting current region III. In region I, when concentration polarisation is low, as 

voltage increases current also increases. Concentration polarisation causes precipitation 

of salt at the membrane surface which results in an increase in electrical resistance. 

When the salt concentration becomes too high on the cathodic side, the salt 

concentration on the anodic side is reduced to zero. No ions are available to carry the 

electric current. Therefore, a limiting current region is observed in region II.  

 

Figure 2.7: Typical voltage-current curve of a cation-exchange membrane (as in Schoch et al. [46]). 

In region III (overlimiting current), an inflexion of the voltage-current current at 

the plateau occurs as voltage increases.  The physical phenomenon for the onset of the 

overlimiting current region has been thoroughly investigated by Rubinstein et al. [55-

59]. The transition from region II to III is accompanied by a threshold appearance of a 

low-frequency excess electric noise [60]. It has been shown that the overlimiting current 

phenomena is not related to water splitting [61]. Later, Rubinstein et al. [55] in their 

experimental studies showed that the overlimiting behavior is related to the flow 

instabilities in the form of vortical flow. The presence of vortical flow has the potential 
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to promote mixing instabilities in the concentration polarisation region near the 

permselective membrane, which ultimately enhances wall shear and slows the onset of 

membrane fouling.  

Depending on the membrane properties, the hydrodynamic behaviour near the 

membrane wall may differ. For example, for a membrane with a surface charge, flow 

instabilities (vortical flow) can be induced when an electric field is applied across the 

membrane [55]. This underlines the potential for using an electric field as an alternative 

to using spacers to induce vortical flow.   

2.2.3 Basic concepts of electro-osmosis 

The flow of fluid induced by electro-osmosis is illustrated in Figure 2.8. The 

presence of co-ions (similarly charged ions) and counter-ions (oppositely charged ions) 

results in attraction and repulsion of ions in the vicinity of a charged surface. These 

phenomena, coupled with the random thermal motion of the ions, create an electric 

double layer (EDL). In order to neutralise the surface charge, an excess of counter-ions 

compared to co-ions accumulates near the charged surface, such that electroneutrality is 

not maintained within the EDL. The inner most part of the EDL (adjacent to the surface) 

is known as the Stern layer (SL), while the outer layer (away from the surface) is known 

as the diffuse layer (DL). Figure 2.9 illustrates the structure of the EDL. The electro-

osmotic slip velocity is the velocity applied at the outer edge of the EDL; that is, it goes 

from us at the edge of the EDL to zero at the wall.[19].  
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Figure 2.8: Schematic representation of the electro-osmosis phenomenon. 

 

Figure 2.9: Schematic of the electric double layer structure, illustrating the dependence of electric 

potential (𝜙) on the distance from the surface (y), and indicating the relative sizes of the electric double 

layer (EDL), Stern layer (SL), diffuse layer (DL) and Debye length (D). 
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Poisson’s equation for electrostatics relates the spatial variation in the electric 

potential and the charge density, and is expressed in the following manner [18]: 

 ∇2𝜙 =
−𝜌e

𝜀
    (2.2) 

where  is the potential due to the double layer, e is the electric charge density and  is 

the permittivity of the fluid. The electric charge density, e, can be expressed in terms of 

a Boltzmann distribution as follows [19]: 

 𝜌e = −2𝑧𝑒𝑛𝑜 sinh (
𝑧𝑒𝜙

𝑘B𝑇
)    (2.3) 

where no is the ion concentration in the solution, z is the ionic valence, e is the charge of 

an electron, kB is the Boltzmann constant and T is the temperature.  

The system of equations (2.2) and (2.3) can be linearised using the 

approximation sinh(a) ≈ a for 𝜙 ≪
𝑘B𝑇

𝑒
 (or 26 mV at room temperature) [19, 54]. 

Assuming the electric potential is constant along the x direction, equations (2.2) and 

(2.3) can then be reduced to the following equation: 

 𝜙 = 𝜁 exp (
−𝑦

𝜆D
)    (2.4) 

The CD solution in (2.4) used in this chapter is the analytical solution of the 1D 

case of equations (2.2) and (2.3), which gives an expression for the charge density in 

terms of normal distance from the wall.  

For a symmetric monovalent electrolyte (such as NaCl), the Debye length can be 

calculated as [62]: 

 𝜆D = √
𝜀𝑘B𝑇

2𝑒2𝑛𝑜
      (2.5) 

Electro-osmotic effects can be introduced to the momentum transport equation 

in the form of an external force, to yield: 

 𝜌 (
𝜕�⃑� 

𝜕𝑡
+ 𝑣 ⋅ ∇𝑣 ) = −∇𝑃 + 𝜇∇2𝑣 + 𝜌e�⃑�  + 𝜌𝑔  (2.6) 
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where P, 𝑣 , , �⃑� ,  and g are the pressure, velocity, viscosity, electric field, density and 

gravitational acceleration respectively. For detailed descriptions of the electro-osmosis 

phenomenon, the reader may refer to the respective pertinent literature [19, 54]. 

The electric field, �⃑� , can be expressed as follows: 

 �⃑� = −∇( 𝜙 + ѱ)    (2.7) 

where  is the potential due to the external electric field [20, 63].  

Equation (2.6) can be reduced to the HS equation by assuming time-invariance, 

negligible pressure gradient and gravitational force, and one-dimensional uniform 

electric field along the flat surface [19]: 

 𝑢s = −
𝜀𝑒𝜁𝐸𝑥

𝜇
    (2.8) 

The HS approximation described by equation (2.8) can be used as a slip velocity 

boundary condition applied at the outer edge of the diffuse double layer [19]. This 

equation implies that the electro-osmotic flow velocity is proportional to the applied 

electric field. Therefore, this approach can be referred to as “linear electro-osmosis” 

[54]. The main advantage of using the HS equation is that the calculation of the flow 

field is greatly simplified, without the need to solve Poisson’s equation [64], or the need 

to resolve the charge density or external forces in the momentum transport equation. 

2.2.4 Gap analysis for electro-osmosis  

The studies for electrofiltration and electrodialysis presented in sections 2.2.1 

and 2.2.2 suggest that electrokinetic phenomena have the potential to disrupt a boundary 

layer. This is important, since boundary layer disruption is generally known to have 

potential to enhance mixing, and therefore enhance mass transfer. Current electrode 

configurations for electrofiltration and electrodialysis studies focus on applying the 

electric field across the membrane (Figure 2.10a) Use of an electrode configuration that 
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is parallel to the membrane (Figure 2.10b) has not yet been investigated. Boundary layer 

disruption should happen whether the electric field is perpendicular or parallel to the 

membrane surface. In addition, use of an electrode configuration adjacent to the 

membrane surface to enhance mixing has not yet been investigated. There are also no 

studies that involve the combination of electro-osmotic mixing and spacers. These 

options are the focus of this thesis.  

 

Figure 2.10: Electrode configuration perpendicular (a) and parallel (b) to membrane surface. 

2.3 CFD modelling 

2.3.1 CFD modelling of membrane system 

Fluid mechanics is the study of forces acting upon a fluid and can be categorised 

into fluid statics, the study of fluids at rest; fluid kinematics, the study of fluids in 

motion; and fluid dynamics, the study of the effect of forces on fluid motion. Fluid 

mechanics/ fluid dynamics is an extensive research field for modelling hydrodynamics 

and mass transfer in membrane systems [65]. In physics, the Navier-Stokes equations 

are used to describe the motion of fluid. In the past decades, 2D analytical/semi-

analytical solutions for the Navier-Stokes equations have been proposed for the 

hydrodynamics and mass transfer in unobstructed membrane channels under different 

conditions such as variable permeation [15, 66], variable solute rejection [15], wall slip 
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[67] and under the effect of gravity [68]. However, these analytical solutions are only 

applicable under steady-state or constant permeation flux. In reality, the flow inside 

membrane channels is inherently unsteady, with non-uniform permeation flux along the 

membrane, and 3D in nature [35]. Hence, the interaction between fluid dynamics and 

concentration polarisation is complex. Computational fluid dynamics (CFD) techniques 

have been used since the 1990s [69] to solve the fluid dynamics and mass transport 

equations [2]. CFD models have improved the understanding of hydrodynamics and 

mass transfer in membrane processes [21-23]. CFD is capable of providing large 

amounts of data at any point in a membrane channel, which can be used to assess the 

performance of the membrane unit without altering or changing the flow.  

CFD studies have shown that the flow inside a membrane channel is greatly 

influenced by spacer geometry [35]. At low Reynolds numbers, the velocity is steady 

and not time-dependent, while above a certain critical Reynolds number, the flow 

becomes oscillating and eventually vortex shedding occurs [70]. Mass transfer is greatly 

enhanced by the unsteady effects, particularly vortex shedding, and this is related to 

boundary layer renewal [23]. For example, Fimbres-Weihs and Wiley [23] found that 

the exponent for the Reynolds number dependence on the Sherwood number increases 

from 0.605 in steady-state to 0.92 in unsteady-state for a zigzag spacer.  

CFD is increasingly being used as an analysis tool to provide insights into the 

flow behaviour without the need to construct membranes or spacers [35]. CFD has been 

used to investigate different membrane spacer geometries in order to optimise mass 

transfer enhancement while minimising pressure loss [29, 43, 71-75]. 

The question of validation of CFD predictions by experimental data is a crucial 

one. Particle image velocimetry (PIV), which  can provide information about complex 

fluid flow fields, has proven to be applicable for membrane systems [76] with low 
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Reynolds numbers (usually much less than 100) [77]. However, PIV is significantly 

limited for visualising higher flow rates and velocity gradients such as those found in 

the very thin boundary layer of the order of 1 % to 10 % of membrane channel height 

[23]. This is mainly because of the video framing rate and poor video resolution of PIV 

under these conditions [78]. 

The literature on CFD modelling of SWM modules is rather extensive. Cao et al. 

[79] and Wiley et al. [80, 81] pioneered the use of CFD to model hydrodynamics and 

concentration polarisation in membrane systems. Several reviews on the use of CFD for 

analysing membrane systems have been published [2, 35, 65]. Schwinge et al. [2] 

emphasized that CFD techniques must be used with great care especially when 

considering complex processes such as CP and solute rejection. Ghidossi et al. [65] 

concluded that CFD can be used to describe and optimize the complex hydrodynamics 

for membrane systems with pulsatile flow and gas sparging, spacers, Dean and Taylor 

vortices. Fimbres-Weihs and Wiley [35] evaluated the use of 3D CFD simulation for 

understanding of flow inside membrane channels. Their review concluded that 3D 

simulations would require significant more computational resources than those required 

for 2D in terms of memory and computing time.  

While there are several reviews of CFD modelling in membrane systems, the 

reviews have usually considered only flow and mass transfer and not fouling. Only 

recently, efforts have been made to develop numerical models to test various hypotheses 

on the mechanisms of formation of fouling layers and their effect on membrane system 

performance. A summary of these contributions is presented in Table 2.2.  
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Table 2.2: Summary of major recent contributions to simulation of fouling of membrane systems using 

CFD. 

Fouling 

type 

Fouling 

mechanism  

2D/3D Fouling model 

input 

Fouling model 

output 

Effects analysed Reference 

Biofouling Biomass 

reaction and 

accumulation 

3D Inlet 

concentration 

of substrate 

and tracer 

solute 

 Biomass 

concentration 

The effect of 

feed channel 

pressure drop, 

liquid velocity 

distribution and 

residence time 

distribution on 

biofilm 

accumulation 

[25, 82] 

Biofouling Biomass 

reaction and 

accumulation 

3D Inlet 

concentration 

of subtrate 

Biomass 

concentration 

Effect of flow 

velocity, biomass 

location and feed 

spacer 

geometries on 

pressure drop  

[83] 

Biofouling Biomass 

reaction and 

accumulation 

2D, 3D Inlet 

concentration 

of subtrate 

Biomass 

concentration 

Effect of 

biomass on 

permeability 

[84] 

Biofouling Biomass 

reaction and 

accumulation 

3D Inlet 

concentration 

of subtrate 

Biomass 

concentration 

Effect of biofilm 

on flux, pressure 

drop, solute 

passage  

[85] 

Biofouling Biomass 

reaction and 

accumulation 

3D Inlet 

concentration 

of subtrate 

Biomass 

concentration 

Effect of biofilm 

cohesive strength 

on pressure drop 

[86] 

Scaling Crystal 

nucleation and 

growth 

3D Super-

saturation 

ratio 

Diameter of 

particle 

Effect of degree 

of scaling on 

permeability 

[87] 

Biofouling

and 

scaling 

Biomass 

reaction and 

accumulation, 

crystal 

nucleation and 

growth  

2D Degree of 

saturation 

Diameter of 

particle 

Effect of biofilm 

on gypsum 

precipitation 

[88] 

Scaling Crystal 

nucleation and 

growth  

2D Degree of 

saturation 

Diameter of 

particle 

Effect of 

thermodynamic 

and kinetic on 

gypsum 

precipitation 

[89] 
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Scaling Crystal 

nucleation and 

growth 

2D Super-

saturation 

ratio nitial 

nuclei 

concentration 

Diameter of 

particle 

Effect of shear 

stress on modes 

of particle 

formulation (i.e. 

mean field and 

particle scale 

model) 

[90] 

  

It can be seen in Table 2.2 that most studies have focussed on biofouling and 

scaling but not on other fouling types, i.e. particulates and organic fouling. For fouling 

reduction, various studies [25, 82, 83, 85, 86, 88] have shown that an increase in shear 

stress induces a decrease in cake layer thickness. 

Davis and Leighton [91] showed that high amplitude shear oscillation is better 

than shear alone in terms of concentration polarisation minimisation. During high shear 

periods, less build-up of particles and solutes occurs on the membrane surface, because 

of shear-induced diffusion and increased mass transfer [91]. In addition, shear forces 

have the potential to reduce biofilm layer accumulation on the membrane wall, thus 

improving the long term stability of permeation [92]. Existing methods to enhance wall 

shear include mechanical mixing [93], low frequency ultrasound [94] and 

rotating/vibrating membranes [95]. Given that there are no published CFD modelling 

studies of electro-osmosis for membrane systems, this section reviews CFD studies of 

electro-osmosis in micro-channels, which are geometries slightly related to membrane 

system.  

2.3.2 Modelling of electro-osmosis in other systems  

 In micro-channels, electro-osmosis is used to perturb the flow by flow pulsation. 

CFD studies are generally used to assist the understanding of electro-osmotic flow 

inside microchannels. Suh [96] presented a 2D simulation of the effect of electro-

osmosis in an empty channel. Figure 2.11 shows the velocity vector plot when 

electrodes are placed on the top and bottom of the channel wall respectively. It can be 
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seen in this figure that recirculation flow occurs due to the transverse flow 

(perpendicular to the channel length) caused by EOF. Similar results were obtained by 

Rawool and Mitra [20] who simulated the electro-osmotic flow in a 3D serpentine 

channel.    

 

Figure 2.11: Velocity vectors of 2D CFD study (as in Suh [96]). 

Song et al. [97] presented results from numerical and experimental studies of 

electro-osmotic flow inside a microchannel with low frequency oscillations in 

transverse electro-osmotic flow. The transverse electro-osmotic flow results in 

stretching and folding of the fluid. The flow geometry is shown in Figure 2.12. They 

obtained good agreement between the CFD and experimental data approaches (Figure 

2.13). They also found that the mixing performance was increased when the applied 

electric potential increased or the flow rate of the fluid decreased.      

 

Figure 2.12: 3D model with a pair of parallel electrodes placed at the bottom of channel (as in Song et al. 

[97]). 
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Figure 2.13:Comparison of cross-section images between numerical and experimental studies at different 

location (as in Song et al. [97]).  

 CFD has also been used [98, 99] to describe the effect of electro-osmosis on 

both hydrodynamics and mass transfer behaviour in microchannels. Tang et al. [98] 

found that an increase in electro-osmosis due to the Joule heating effect caused the 

sample species to transport faster than in the case without the Joule effect. Zeng et al. 

[99] compared the deviation between the constant axial concentration gradient from an 

analytical solution with the varying axial concentration gradient from a numerical 

solution in a microchannel. They obtained about 25 % deviation that increased 

significantly down the channel. This highlights the importance of modelling any varying 
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axial concentration gradient, as the solute concentration gradient in the y-direction is an 

important parameter in estimating the mass transfer coefficient in membrane systems.  

A dynamic simulation of electro-osmotic flow in an empty microchannel was 

undertaken by Marcos et al. [100]. An analytical solution for the electrical potential 

distribution was obtained by solving the linearised Poisson-Boltzmann equation under 

the Debye-Hückel approximation. They identified that there is a similarity between the 

slip velocity approximation and the analytical scheme for velocity solutions in the bulk 

flow region, but they observed a discrepancy for the velocity solutions adjacent to the 

wall. The agreement between the slip velocity approximation and the analytical scheme 

increased as the ratio of the Debye layer to the channel height decreased. This means 

that the slip velocity approximation is an appropriate boundary condition for modelling 

electro-osmosis [100, 101] when the Debye layer is very thin compared to the channel 

height.  

2.3.3 Gap analysis for CFD analysis 

While it has been shown that a slip velocity model is an appropriate boundary 

condition approximation for modelling electro-osmosis in microchannels [100], the 

suitability of the slip velocity model for flow caused by a 2D electric field remains 

unclear. This is of particular interest for modelling electro-osmosis in membrane 

channels. This is because the HS approximation only takes into account the component 

of the electric field that is tangential to the charged surface and not the normal 

component. Although there have been a number of CFD studies [20, 96, 97, 100-102] of 

the effect of electro-osmosis on hydrodynamics in microchannels, only a handful of 

studies have considered the effect of electro-osmosis on mass transfer [98, 99] and no 

study of the effect of electro-osmosis on fouling has been reported. This means that 

there is an opportunity to build on existing CFD studies in empty (unobstructed) and 
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spacer-filled (obstructed) membrane channels and include the effect of electro-osmotic 

slip velocity on mass transfer and fouling. CFD can also be used to generate data 

required to propose an indicator for mass transfer enhancement due to electro-osmosis.  

2.4  Flow and its effect on mixing and mass transfer 

2.4.1 Laminar and turbulence 

Understanding of the differences between laminar and turbulent flow is 

important because they affect mixing and hence mass transfer. Figure 2.14 depicts a 

situation where turbulent flow occurs when the height of the channel is large enough, as 

opposed to no turbulence for a smaller channel height. Reynolds [103], in 1883, was 

among the first researchers to experimentally investigate turbulent flow. When flow is 

laminar, the coloured fluid elements flow in smooth inside the channel without any 

breaks. As the flow becomes turbulent, the streamlines break up and the coloured fluid 

elements inside the channel become randomly distributed [103].  

 

Figure 2.14: Flow patterns for two different channel heights (as in Schlicthing et al. [104]). 



32 

 

Turbulent flow results in transverse mixing, which is superimposed on the main 

flow within the channel. The turbulent flow is unsteady while the laminar flow can be 

steady or unsteady. The presence of recirculation regions alone does not necessarily 

indicate turbulent flow. This is because eddies or recirculation regions can occur in both 

laminar and turbulent flow. The main feature distinguishing laminar unsteady and 

turbulence is that the unsteadiness associated with turbulence is chaotic, while the 

unsteadiness for laminar flow is periodic or quasi-periodic. The presence of time-

varying eddies and recirculation regions in laminar unsteady and turbulent flow have the 

potential to reduce concentration polarisation through boundary layer renewal. Because 

membranes are typically operated in the laminar regime, unsteady laminar flow is the 

focus of this thesis. The effect of periodic and time-varying eddies and recirculation 

regions produced by an external force in spacer-filled channel is discussed in the section 

2.4.3.  

2.4.2 Mass transfer enhancement from mixing 

 According to Bird et al. [105], an increase in fluid flow velocity results in a 

decrease in the boundary layer thickness because of the higher wall shear and mixing. 

The main drawback of higher wall shear and mixing is an increase in pressure loss, 

which leads to higher pumping energy for membrane operations. The pressure loss is 

even higher for turbulent flow, where it is proportional to the square of flow rate as 

opposed to the first power of the flow for laminar flow [106]. Because of this, laminar 

and unsteady laminar flows are usually preferred in membrane operations.   

 A number of studies have evaluated [21-23, 107] mixing enhancement in 

membranes, especially in spacer-filled channels. At low Reynolds number, the flow is 

steady while beyond a certain Reynolds number, the spacer perturbs the flow such that 

vortex shedding occurs in the laminar flow regime. Alexiadis et al. [70] developed a 
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correlation that describes the critical Reynolds number at which good mixing can be 

obtained without excessive pressure drop for cavity and zig-zag spacers. It should be 

noted that the critical Reynolds number proposed by Alexiadis et al. [70] does not 

explicitly evaluate mass transfer. Rather, fluid mixing was used as a “proxy” for 

reduction in concentration polarisation, which should ultimately increase permeate flux. 

In keeping with the definition, the term “proxy” is used in this thesis when a variable is 

used as a substitute for another desired variable that cannot be measured directly. 

2.4.3 Effect of slip velocity on hydrodynamics in obstruction-filled channel 

Although there have been numerous studies of different spacer geometries [35], 

only a handful of researchers have combined the use of spacers with other techniques to 

enhance mixing  such as, electrokinetic methods [50]. Electro-osmotic flow 

disturbances studied in this thesis can be considered be equivalent to a slip velocity, as 

discussed in section 2.2.3. This section, therefore, provides a brief review of mixing 

enhancement that might be achieved with a combination of slip velocity and spacers.  

Membrane spacers can be considered as analogous to a bluff body from the fluid 

mechanics perspective. It is therefore worthwhile to investigate the flow past a bluff 

body in the vicinity of a slip/stationary wall. Although there have been numerous 

studies of bluff body obstructions [108], only a handful of researchers have studied the 

effect of slip velocity on flow in the vicinity of a bluff body [108-111].  

The flow past a bluff body in the presence of a stationary or slip wall affects the 

onset of turbulence and vortex shedding. Arnal et al. [108] found that the presence of a 

no-slip wall has a greater effect in stabilising the flow than a slip wall. They also 

concluded that the spatial boundary condition and the geometry of the bluff body have a 

stronger effect on vortex shedding and on the type of wake observed, than the effect of 

the bulk Reynolds number. These findings are shown schematically in Figure 2.15, 
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which depicts the flow profile past a square cross-section body under different 

conditions: (a) flow past a square body in free-stream, (b) flow past a square body on a 

stationary wall, (c) flow past a square body on a slip wall. For case (a) (Figure 2.15), 

vortex shedding occurs behind the body. For case (b), the presence of a no-slip wall 

stabilizes the flow when the square body is located at the wall [108]. For case (c), the 

presence of a slip wall results in periodic vortex shedding when the wall slips at the 

same speed as the free-stream velocity [108].  

 

Figure 2.15: Schematic flow diagram showing (a) square in freestream (b) square on a stationary wall (c) 

square on a slip wall (as in Arnal et al. [108]). 
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The influence of a slip wall on vortex shedding when the bluff body (spacer) is 

away from the wall is important. Such a situation can occur in membrane channels 

when multi-layer spacer geometry designs are considered [38]. Kumarasamy and 

Barlow [109] studied the flow over a half cylinder close to a slip wall. They solved the 

flow by the Reynolds-averaged Navier-Stokes (RANS) method and compared the 

results to the stationary case. They found that the trajectory of the vortices behind the 

cylinders changes under the influence of a slip wall. A similar study was performed by 

Bhattacharyya and Maiti [110], who investigated the effect of the ratio of the gap 

height, G (the distance from the wall to the bottom side of the square body) to the 

square body diameter, D (Figure 2.16) on vortex shedding. They found that vortex 

shedding still occurs for bluff bodies under the influence of a slip velocity, even at the 

very small gap ratio of G/D = 0.1 for Reynolds numbers up to 1000. In contrast, for the 

analogous case of flow past a bluff body with a stationary wall with the same gap ratio 

conditions, vortex shedding is suppressed.  

 

Figure 2.16: Schematic flow diagram showing ratio of gap height, G to bluff body diameter, D. 

The effect of the variation in ratio of obstruction to channel height (gap ratio, 

G/D) on the shedding Strouhal number (fvsu∞/df) when a slip velocity is applied was 

studied in detail by Huang and Sung [111]. Their study focused on the flow past a 
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circular cylinder close to a moving wall for a gap ratio G/D > 1 and a free-stream 

cylinder Reynolds number (Recyl=ρu∞df/μ less than 600. They defined a critical gap 

ratio (G/D)C as the value for which vortex shedding diminishes. As the gap distance 

between the cylinder and the wall decreases (at Recyl = 500), the Strouhal number 

increases from about 0.225 to 0.24 due to the acceleration in the flow through the gap. 

However, if the gap height is further reduced, there is a rapid decrease in Strouhal 

number from about 0.24 to 0.19 due to the wall stabilising effects. When (G/D) is less 

than (G/D)C, the Strouhal number decreases at a lower rate, because the pattern of the 

vortex shedding changes. They found that vortex shedding still occurs at a small gap 

ratio, G/D = 0.1 for Recyl ≥ 300, which is similar to the gap ratio value found by 

Bhattacharyya and Maiti [110] for Recyl ≤ 1000.  These results indicate that there is a 

gap height ratio that maximises the Strouhal number, i.e. the frequency of vortex 

shedding (fvs), when a slip velocity is applied. Although a higher vortex shedding 

frequency has the potential to increase mass transfer, the benefits of vortex shedding for 

improving mass transfer cannot be exploited if the vortex is being shed solely within the 

bulk flow region, rather than near the wall region.   

2.4.4 Gap analysis for flow analysis 

 Periodic unsteady flow, which is the focus of this thesis, has the potential to 

reduce concentration polarisation because it is related to boundary layer renewal. Slip 

velocity has the potential to induce vortex shedding. It may be possible that the 

interactions between electro-osmotic mixing and the mixing caused by feed channel 

spacers could cause greater mass transfer enhancement than spacers alone. This is 

because electro-osmotic perturbations have the potential to decrease the Reynolds 

number at which unsteady flow and vortex shedding occur. The studies from section 

2.4.3 only focus on steady-state slip velocity and the effect of time-varying slip velocity 
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on recirculation in an obstruction-filled channel has not yet been explored. Therefore, 

this thesis focuses on the effect of time-varying slip velocity on mass transfer 

enhancement in spacer-filled channel.  
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Chapter 3 

 

Methodology 

 

This chapter presents the basic principles of Computational Fluid Dynamics 

(CFD), which is the main technique used for modelling the hydrodynamics and mass 

transfer in membrane processes in this thesis. In addition, the model geometry, 

boundary conditions and methodology for the analysis of results are presented in this 

chapter. The validation studies for hydrodynamics and/or mass transfer are shown in 

Chapters 5, 6 and 7 respectively. 

3.1 Basic principles of CFD 

 Viscous fluid flow is governed by the basic principles of mass continuity and 

momentum, as described by the Navier-Stokes equations (3.1) and (3.2): 

 ∇ ∙ 𝑣 = 0 (3.1) 

 𝜌 (
𝜕�⃑� 

𝜕𝑡
+ 𝑣 ∙ ∇𝑣 ) = −∇𝑝 + 𝜇∇2𝑣  (3.2) 

The species transport is given by [105]: 

 𝜌 (
𝜕𝜔𝑖

𝜕𝑡
+ 𝑣 ∙ ∇𝜔𝑖) = ∇ ∙ (𝜌𝐷𝑖𝑚𝛻𝜔𝑖) + 𝑆𝑖 (3.3) 

The complexity of most membrane systems usually means it is not possible to 

obtain an analytical solution to these equations. Therefore, in order to solve the partial 

differentiation governing the fluid and mass flow, an appropriate numerical 

differentiation scheme must be adopted. There are three types of commonly used 

methods: finite differentiation methods, finite element methods and finite volume 

methods (FVM). Detailed discussion of these methods can be found elsewhere [112]. 
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The main characteristics of these methods are outlined in Table 3.1. Out of these 

methods, most commercial CFD codes (including ANSYS CFX) adopt a FVM method 

because it facilitates the use of unstructured meshes and is more flexible in its 

formulation than using either the finite difference or the finite element methods [113].  

Table 3.1: Summary of finite discretisation methods [112]. 

Methods Formulation Mesh 

Finite differentiation 

method 

Easy to formulate Accommodation 

of complex 

geometry is less 

straight forward 

Finite element method Requires mathematical 

rigor 

Easy 

accommodation 

of complex 

geometries 

Finite volume method Can be formulated using 

either finite 

differentiation or 

element method 

Easy 

accommodation 

of complex 

geometries 

 

Several assumptions can be made to relax the CFD model for the systems 

modelled in this thesis [35]. Preliminary work [81, 114] has shown that density 

variation or gravity has little effect on the hydrodynamics and mass transfer solutions. 

Therefore, constant density and negligible effect of gravity can be assumed. Constant 

fluid properties (i.e. viscosity) and Newtonian fluid are assumed to further simplify the 

complex numerical problem. The flow is simulated as two-dimensional (2D) because of 

its lower computational demand [21, 22, 38, 81] than three-dimensional case. 
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In spiral wound modules (SWM), the flow is usually operated below the 

transition to the turbulent flow regime because of the high pumping cost [31]. Although 

unsteady flow is usually observed in SWM, the time variation of the velocity field is 

laminar periodic and is not turbulent. Therefore, it is possible to solve the partial 

differentiation equations in SWM using direct numerical simulation (DNS) without the 

need to use turbulence models, i.e. Reynolds Averaging Simulation (RANS) [113].  

3.2 Model geometry 

 The key assumptions (boundary condition, geometry, electric field variation, 

mass transfer) used in subsequent chapters are summarized in Table 3.2. 

Table 3.2: Type of models used in subsequent chapters. 

Chapter Include mass 

transfer and 

permeation 

Geometry Electric field variation 

Chapter 4 No Unobstructed 

channel 

Uniform and non-uniform 

steady 

Chapter 5 Yes Unobstructed 

channel 

Uniform and non-uniform 

steady 

Chapter 6 Yes Unobstructed 

channel 

Uniform unsteady-state 

Chapter 7 Yes Spacer-filled 

channel 

Uniform steady and 

unsteady-state 

 

As shown in Figure 3.1, two types of electric field case studies are considered in 

this thesis, namely uniform and non-uniform electric fields. For the uniform electric 

field, the electrode geometry consists of the placement of two flat-plate electrodes at 

each end of the channel and perpendicular to the bulk flow direction, which leads to a 

spatially uniform slip velocity because the electric field is constant along the length of 
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the membrane wall. For the non-uniform electric field case, an electrical potential 

difference is assumed between an electrode pair. Specific cases for the location of the 

electrodes and the model parameters used for the non-uniform electric field simulation 

study are shown in Chapters 4, 5, 6 and 7 respectively.  

Gauss’s law is used to deduce the electric field equations. It can be expressed in 

its integral form as follows: 

 ∮ �⃑� ∙ 𝑑𝑆 
𝑆

=
𝑞

𝜀
 (3.4) 

For a cylindrical electrode of infinite length, the magnitude of the electric field is 

therefore given by: 

 |𝐸| =
𝜆

2𝜋𝜀𝑟𝑒
 (3.5) 

The direction of the electric field is determined by the charge of the electrode. It 

is perpendicular to the electrode and points towards the electrode axis if its charge is 

negative, and away if its charge is positive. Assuming the charge of the electrodes is 

located on their surface, the potential difference between adjacent electrodes can be 

determined by the line integral of the electric field from the surface of one electrode to 

the surface of the other electrode along the plane of the electrode axes [115]: 

 𝑉 = ∫ �⃑� ∙ 𝑑𝑙 
𝐿

 (3.6) 

An infinitely long cylindrical electrode pair of opposite but equal charge per unit 

length (), placed parallel and below the membrane surface (as seen in Figure 3.1c or 

d), in the direction perpendicular to the bulk flow is modelled. The electric field 

equations for this configuration are obtained by summing the contribution of each 

electrode to the field using equation (3.5) in Cartesian coordinates. The charge per unit 

length is then obtained by solving equation (3.6) for the potential difference (V12). This 

yields the following mathematical formulation for the non-uniform electric field: 
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 𝐸𝑥 =
𝑉12

2ln(
𝑥𝑒2−𝑥𝑒1−𝑟𝑒

𝑟𝑒
)
(

𝑥−𝑥𝑒1

(𝑟𝑒+ℎ𝑚+𝑦)2+(𝑥−𝑥𝑒1)2
−

𝑥−𝑥𝑒2

(𝑟𝑒+ℎ𝑚+𝑦)2+(𝑥−𝑥𝑒2)2
) (3.7) 

 𝐸𝑦 =
𝑉12(𝑟𝑒+ℎ𝑚+𝑦)

2ln(
𝑥𝑒2−𝑥𝑒1−𝑟𝑒

𝑟𝑒
)
(

1

(𝑟𝑒+ℎ𝑚+𝑦)2+(𝑥−𝑥𝑒1)2
−

1

(𝑟𝑒+ℎ𝑚+𝑦)2+(𝑥−𝑥𝑒2)2
) (3.8) 

where V12 is the potential difference between first and second electrode, and y is the 

distance normal to the membrane surface. It is important to note that, although for this 

case it is possible to obtain an analytical expression for the electric field, in the general 

case of arbitrary electrode geometry and position, the electric field must be obtained 

numerically [116]. 

 

Figure 3.1: Vector plots of the electric fields used for the case studies. Electric fields (a) and (b) are 

uniform, whereas fields (c) and (d) are non-uniform. Electric fields (a) and (c) only include the field 

component tangential to the membrane surface (Ex), whereas fields (b) and (d) include both the tangential 

and normal components (Ex + Ey).  
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Figure 3.1 depicts the vector fields for the uniform and non-uniform electric 

field case studies. It shows two sub-cases for each electric field case, one that includes 

both the Ex and Ey components of the electric field (full-field), and one that only 

includes the Ex component (tangential-only). These sub-cases are used to assess the 

effect of the normal electric field component on the electro-osmotic destabilisation of 

the flow.  

3.3 Boundary conditions 

One of the main topics of discussion when modelling fluid dynamics using CFD 

is the choice of boundary conditions. It is important to use boundary conditions 

appropriately and also to understand their role in the CFD numerical algorithm. Proper 

selection of boundary condition can help simplify the flow problem and make the 

calculation of the numerical solution more efficient [35]. Among the most common 

boundary conditions used are inlet, outlet, opening, wall and symmetry conditions. In 

addition, in this thesis a permeable wall boundary condition is used for the membrane 

surface. In Chapters 5 and 6 only the bottom wall is permeable, whereas for Chapter 7 

both top and bottom wall are permeable. The location of the boundary conditions and 

their mathematical description used in this thesis are summarised in Table 3.3. 

Table 3.3: Boundary condition location and mathematical description. 

Boundary 

location 

Boundary condition Mathematical description 

Inlet  Specified velocity (𝑣 𝑖𝑛) and 

concentration (𝜔𝑖,𝑖𝑛) profiles 

𝑣 = 𝑣 𝑖𝑛(𝑥, 𝑦, 𝑧) 

𝜔𝑖 = 𝜔𝑖,𝑖𝑛(𝑥, 𝑦, 𝑧) 

Outlet Specified average static pressure, 

constant concentration gradient 

1

𝐴𝑜𝑢𝑡
∫ 𝑝𝑑𝐴
𝑆𝑜𝑢𝑡

= 𝑝𝑜𝑢𝑡 

𝜕𝜔𝑖

𝜕𝐿
 = 0 
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Opening Specified average static pressure. 

Calculated concentration for flow out of 

domain, specified for flow into domain  

1

𝐴𝑜𝑢𝑡
∫ 𝑝𝑑𝐴
𝑆𝑜𝑢𝑡

= 𝑝𝑜𝑢𝑡 

(𝜔𝑖)𝑖𝑛𝑓𝑙𝑜𝑤 = 𝜔𝑖,𝑖𝑛 

Impermeable 

wall 

No-slip wall, no mass transfer 𝑣 = 0 

𝜕𝜔𝑖

𝜕𝑛
 = 0 

Permeable 

wall 

(membrane) 

Mass transfer Equation 3.13  

Slip wall 

(membrane) 

Slip wall, no mass transfer 
𝑢𝑠 = −

𝜀𝑒𝜁𝐸𝑥

𝜇
 

Symmetry 

Plane 

Velocity perpendicular to plane (𝑣𝑛) set 

to zero. Velocity and concentration 

gradients perpendicular to plane set to 

zero.  

𝑣𝑛 = 0 

𝜕�⃑� 

𝜕𝑛
 = 0 

𝜕𝜔𝑖

𝜕𝑛
 = 0 

 

 

As shown in Table 3.3, a permeable wall condition is used to model the 

membrane surface in this thesis. However, two types of boundary conditions are 

commonly used for modelling mass transfer to/from a membrane surface, namely the 

dissolving or impermeable wall (IW) and the permeable wall (PW) models [35]. The IW 

model treats the wall as a non-slip boundary condition and specifies a constant wall 

concentration or diffusive mass flux [35]. This means that when using the IW model, 

there is only a weak coupling between concentration polarisation and the velocity 

profile in the feed channel due to variations in density or other fluid properties with 

concentration. If constant properties are assumed, then the concentration and velocity 
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profiles are uncoupled, and mass transfer does not affect the hydrodynamics in the 

boundary layer. 

On the other hand, the PW model involves coupling between the concentration 

polarisation and permeate flux, and is more computationally intensive than the IW 

model [117]. Consequently, concentration polarisation and permeate flux are more 

difficult to analyse separately in this case. Nonetheless, by taking into account the 

suction of fluid normal to (i.e. towards) the membrane surface, the PW model gives a 

more realistic prediction of the effect of permeation on the hydrodynamics within the 

boundary layer [35]. In addition, the PW model also accounts for membrane properties 

(intrinsic permeability and rejection) in the permeate flux calculation. Therefore, the 

PW model is used in this thesis. 

The local permeate mass flux (J) in the membrane region is calculated using the 

approach of Kedem and Katchalsky [118], mathematically expressed as: 

    𝐽 =  𝜌𝐿𝑝(∆𝑝𝑡𝑚 − 𝜎∆𝜋𝑡𝑚)   (3.9) 

where Lp is the membrane permeability, ∆ptm  is the transmembrane pressure,  is the 

reflection coefficient and ∆πtm is the transmembrane osmotic pressure difference. The 

transmembrane osmotic pressure difference is approximated using a linear relationship 

between concentration and osmotic pressure [119]: 

∆𝜋𝑡𝑚 = 𝜑(𝜔𝑤 − 𝜔𝑝)    (3.10) 

where  is the osmotic pressure coefficient, w is the solute mass fraction at the feed-

side of the membrane wall, and p is the corresponding permeate solute mass fraction. 

The solute mass fraction on the permeate side can be related to the feed side mass 

fraction through the intrinsic rejection of the membrane: 

𝜔𝑝 = (1 − 𝑅)𝜔𝑤    (3.11) 
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where R is intrinsic rejection of the solute for the chosen membrane. Using equations 

(3.9) and (3.10), the velocity component normal to the wall can then be calculated as 

[35]: 

𝑣𝑤 = −
𝐽

𝜌
= −𝐿𝑝(∆𝑝𝑡𝑚 − 𝜎𝜑𝑅𝜔𝑤)   (3.12) 

The solute mass fraction at the membrane surface is determined by the CFD 

software, using the Neumann boundary condition for the solute mass balance at the 

membrane surface [35]: 

(
𝜕𝜔

𝜕𝑦
)
𝑤

= −
𝐽

𝜌𝐷
(𝜔𝑤 − 𝜔𝑝)   (3.13) 

3.4 Methodology for analysis of results 

The mass fraction boundary condition at the membrane stipulates an equilibrium 

between the net flux of solute to the membrane surface, J(w−p), and the back-

diffusion of solute away from the membrane towards the bulk, D(y)w. The level of 

mixing can be quantified through the mass transfer coefficient, which relates the back-

diffusive flux to the concentration difference between the bulk and the membrane 

surface: 

𝑘𝑚𝑡 =
−𝐷

𝜔𝑤−𝜔𝑏0
(
𝜕𝜔

𝜕𝑦
)
𝑤

    (3.14) 

The bulk concentration of solute along the channel remains almost constant 

(≈ωb0) because the amount of fluid extracted is very small (at least 3 orders of 

magnitude lower) relative to the feed rate [35]. Moreover, the ratio of local wall 

concentration to inlet concentration is an accepted definition of concentration 

polarisation, as the inlet concentration is easier to measure [120]. The inlet 

concentration therefore is used in equation 3.14 instead of the local cross sectional 

average. 



47 

 

In addition, for a steady-state system the concentration boundary layer thickness 

can be defined as follows: 

𝛿 =
𝜔𝑤−𝜔𝑏0

−(
𝜕𝜔

𝜕𝑦
)
𝑤

    (3.15) 

Combining equations (3.14) and (3.15), the mass transfer coefficient can also be 

interpreted as the ratio of diffusivity to boundary layer thickness: 

𝑘𝑚𝑡 =
𝐷

𝛿
    (3.16) 

A number of dimensionless variables are used in this thesis. The channel height 

is used as the length scale for the dimensionless distances (X = x/hch, Y = y/hch with 

X = 0 at the membrane region inlet and Y = 0 at the membrane surface), the frequency of 

slip velocity is used as time scale for dimensionless time (T = t fs) and the inlet bulk 

velocity (ub0) is used as the velocity scale for dimensionless velocities (Up = up/ub0, 

Us,A = us,A/ub0, Us = us/ub0). The slip velocity frequency (fs) can be made dimensionless 

using the height of the channel and effective velocity as Fs = fs hch/ueff.   

The feed mass fraction is used as the concentration scale. Then, the 

dimensionless concentration at the membrane surface can be interpreted as a 

concentration polarisation index (or modulus), defined as the ratio of membrane surface 

concentration to feed concentration [31]: 

𝛾 =
𝜔𝑤

𝜔𝑏0
    (3.17) 

The scale for permeate flux is the flux through the membrane for a pure water 

system (b0 = 0), that is: 

 𝐽𝑝𝑢𝑟𝑒 = 𝜌𝐿𝑝∆𝑝𝑡𝑚 (3.18) 

Using this scale, the dimensionless flux is defined as the ratio of local flux to 

pure water flux. Making use of equations (3.12) and (3.17), it can be seen that the 
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dimensionless local permeate flux along the membrane channel only depends on the 

local concentration polarisation modulus (): 

 
𝐽

𝐽𝑝𝑢𝑟𝑒
= 1 − (

𝜎𝜑𝑅𝜔𝑏0

∆𝑝𝑡𝑚
) 𝛾 (3.19) 

Furthermore, combining equations (3.11), (3.13), (3.14) and (3.17), an 

equilibrium relationship between concentration polarisation, flux, rejection and the mass 

transfer coefficient is obtained: 

𝜌𝑘𝑚𝑡

𝐽𝑅
(1 −

1

𝛾
) = 1    (3.20) 

Thus, equation (3.20) shows that the primary effect of an increase in flux is an 

increase in the mass transfer coefficient and therefore, according to equation (3.16), a 

decrease in the boundary layer thickness. Similarly, an increase in mass transfer 

coefficient (increased mixing) leads to a higher flux and/or lower concentration 

polarisation, as shown by equation (3.20). However, as flux and concentration 

polarisation are also inter-related through equation (3.19), they form a complex system 

in which the hydrodynamics play a key role in determining their values at steady-state. 

3.4.1 Steady EOF 

The section discusses the methodology for analysis of results of the effect of 

steady EOF used in Chapters 5 and 7. The different measures used in this thesis for 

analysing membrane system membrane performance due to EOF are summarised in 

Table 3.4. 

Pressure drop and energy consumption are quantified through the friction factor. 

The friction factor is calculated in terms of the wall stress and pressure drop [121]:  

 𝑓̅ =
�̅�

1
2
𝜌𝑢𝑏

2 =
𝑑ℎ

2𝜌𝑢𝑏
2

∆𝑃

𝐿
 (3.21) 

where 

 𝜏 =
𝜇

𝐿
∫ (

𝜕𝑢

𝜕𝑦
)
𝑤

𝑑𝑥
𝐿

0  (3.22) 
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The effect of electro-osmosis on the local Fanning friction factor (f) is analysed 

through the relative change between the cases with electro-osmosis (EO) and the cases 

without electro-osmosis (no-slip, NS), at the same Reynolds number. The change is 

calculated as follows: 

∆𝑓 =
𝑓𝐸𝑂−𝑓𝑁𝑆

𝑓𝑁𝑆
     (3.23) 

The same analysis is carried out for the effect on the global (area-averaged) 

friction factor ( f ), which is defined as the area-averaged Fanning friction factor over 

the membrane section under consideration. The relative change in global friction factor 

is therefore expressed as: 

∆𝑓 =
�̅�𝐸𝑂−�̅�𝑁𝑆

�̅�𝑁𝑆
     (3.24) 

where 𝑓�̅�𝑂 refers to the value with electro-osmosis and 𝑓�̅�𝑆 to the value without electro-

osmosis.  

To quantify membrane performance, the area-averaged permeate flux is used: 

 
�̅�

𝐽𝑝𝑢𝑟𝑒
= 1 − (

𝜎𝜑𝑅𝜔𝑏0

∆𝑝𝑡𝑚
) �̅� (3.25) 

The effectiveness of electro-osmosis for enhancing mass transfer and improving 

permeate flux is quantified by: 

Φ = 1 −
𝛾𝐸𝑂

𝛾𝑁𝑆
     (3.26) 

where  is the relative change in the concentration polarisation index. Substituting 

equation (3.19) into equation (3.26) yields the following relationship between  the 

pure water flux (Jpure), the flux under no-slip (JNS) and the electro-osmotic enhanced 

flux (JEO): 

Φ =
𝐽𝐸𝑂−𝐽𝑁𝑆

𝐽𝑝𝑢𝑟𝑒−𝐽𝑁𝑆
     (3.27) 



50 

 

From equation (3.27),  can be interpreted as a measure of how close the 

enhanced flux, JEO, is to the maximum possible flux, Jpure. Hence,  can be thought of 

as a “mass transfer enhancement” factor. The value of  is zero when EO = NS and 

JEO = JNS (no improvement in permeate flux is observed). A negative value of  

represents the case where electro-osmosis causes a decline in mass transfer, thus 

EO > NS and JEO < JNS. The theoretical limit to the maximum value of  can be 

obtained from equation (3.26) when the system is fully mixed, so that the wall 

concentration is equal to the feed concentration (w = b0), leading to the absence of 

concentration polarisation (EO = 1) and: 

Φ𝑚𝑎𝑥 = 1 −
1

𝛾𝑁𝑆
    (3.28) 

The value of max is larger for larger values of NS, and is reduced to zero when 

the no-slip system is fully mixed (NS = 1). This suggests that electro-osmosis has more 

potential to enhance flux for cases that are less mixed and concentration is more 

polarised. Moreover, max quantifies how far the system is from the “fully mixed” state, 

so max can also be interpreted as the mixing potential. 

The global mass transfer enhancement ( ) can be expressed in terms of the 

area-averaged fluxes or concentration polarisation: 

Φ̃ = 1 −
�̅�𝐸𝑂

�̅�𝑁𝑆
=

�̅�𝐸𝑂−𝐽�̅�𝑆

�̅�𝑝𝑢𝑟𝑒−𝐽�̅�𝑆
   (3.29) 

3.4.2 Unsteady EOF 

This section discusses the methodology for analysis of results of the effect of 

unsteady EOF used in Chapters 6 and 7. For all transient simulations, the initial state 

(t = 0) is a steady-state solution under similar conditions, but with a steady or absent 

perturbation. The local and global variables under consideration are recorded once the 

time-averaged variables have converged. Three characteristics of spatially local 
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variables are measured: time-averaged value (�̈�), maximum value (�̂�) and oscillation 

amplitude (𝜙𝐴). Further, a global variable ( ) is defined as the area average of the local 

variable, given by:  

�̅� =
1

𝐿
∫ 𝜙
𝐿

𝑑𝑥    (3.30) 

In terms of membrane performance, the time-averaged permeate flux is used 

such that: 

 
�̅̈�

𝐽𝑝𝑢𝑟𝑒
= 1 − (

𝜎𝜑𝑅𝜔𝑏0

∆𝑝𝑡𝑚
) �̅̈� (3.31) 

During pulsatile flow [122-124], a high-amplitude shear may lead to a reduced 

fouling layer. Maximum wall shear is therefore used as proxy measure for long term 

fouling reduction [125], given by: 

 �̂�̅ =  𝜇
𝑑𝑢

𝑑𝑦

̂̅
 (3.32) 

The effect of electro-osmosis on the maximum shear stress (�̂�̅) can be analysed 

through the relative change in maximum friction factor between the cases with electro-

osmosis and the cases without electro-osmosis (no-slip, NS). This is because as can be 

seen in equations (3.21-3.22) that friction factor is proportional to shear stress and shear 

rate under a constant viscosity and bulk flow rate. This change is calculated as follows: 

 ∆𝑓̅ =
�̅̂�𝑠−�̅�𝑁𝑆

�̅�𝑁𝑆
 (3.33) 

Time-averaged pressured drop is used as a measure for energy consumption in 

this thesis. Equation (3.21) can be rearranged to give a time-averaged pressure drop: 

 ∆�̈� =
4�̅̈�𝐿

𝑑ℎ
 (3.34) 
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The effectiveness of electro-osmosis for enhancing time-averaged mass transfer 

and improving permeate flux can be quantified by [126]: 

 Φ̃̈ = 1 −
�̅̈�𝐸𝑂

�̅̈�𝑁𝑆
 (3.35) 

where 

 �̅̈� =
�̅̈�𝑤

ω𝑏0
 (3.36) 

In turbulent flow, the flow is unsteady and the unsteadiness can be quantified by 

turbulent kinetic energy (k). Turbulent kinetic energy is used to characterise the kinetic 

energy of eddies in turbulent flow and is defined as the mean kinetic energy per unit 

mass of the transient components. The turbulent kinetic energy is also a measure of the 

amplitude of the output and can be used to identify the resonant frequency at which the 

amplitude ratio is at a relative maximum.  Turbulent kinetic energy can be characterised 

by the root mean square (RMS) velocity fluctuation. 

Unsteady (transient) flow can also develop during laminar flow in an obstructed 

membrane channel. However, for transient flow, there are no variables available in the 

literature to conveniently and simply characterise the kinetic energy related to eddies. 

Therefore, in this thesis, a variable equivalent to the turbulent kinetic energy is used as a 

proxy indicator for mixing and mass transfer enhancement even though the flow is not 

technically turbulent. For clarity, this variable is referred to as “turbulent kinetic energy 

equivalent” in this thesis, because it is a widely recognised name in the literature [113]. 

The validity of this approach is discussed further in Chapter 7. 

 The turbulent kinetic energy equivalent in the y-direction (ky) is used in this 

thesis due to the significance of v-velocity in terms of vortex shedding and mass transfer 

enhancement. It is evaluated as follows: 
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 𝑘𝑦 =
1

2
[(

1

𝑡2−𝑡1
)∫ (𝑣′)2𝑑𝑡

𝑡2

𝑡1
] (3.37) 

where  

 𝑣′ = 𝑣 − �̈� (3.38) 

and �̈� is the time-averaged v-velocity at the same location as 𝑣′ and 𝑣.  

The turbulent kinetic energy equivalent (ky) can be made dimensionless using 

the hydraulic diameter (dh) and kinematic viscosity () as  

 Ky = kydh
2
/ (3.39) 

In terms of energy losses, comparison at the same pumping power under 

different flow conditions can be made using Power number, given by [35].  

 𝑃𝑛 = 𝑅𝑒3 𝑓̈ (3.40) 

The recovery rate is defined as the ratio of the product water flow rate 

(Qp = LmJwch) to feed water flow rate (Qin = uavghchwch) [31]:  

 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 𝑟𝑎𝑡𝑒 =
𝐿𝑚𝐽̈̅

𝜌𝑢𝑎𝑣𝑔ℎ𝑐ℎ
 (3.41) 

Table 3.4: Measures for membrane system performance due to EOF. 

Chapter Effect Symbol Global/Local Equation 

5 Change in friction factor ∆f 

Δ𝑓 

Local 

Global 

3.23 

3.24 

Change in concentration 

polarisation index 

Φ 

Φ
̃

 

Local 

Global 

3.26 

3.29 

Flux J/Jpure 

𝐽/̅𝐽𝑝𝑢𝑟𝑒 

Local 

Global  

3.19 

3.25 

6 Change in maximum friction factor 

(as shear stress)  

∆𝑓 ̅ Global 3.33 

Time-averaged concentration �̅̈� Global 3.36 
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polarisation 

Time-averaged flux 𝐽̈/̅𝐽𝑝𝑢𝑟𝑒 Global   3.31 

Time-averaged pressure drop ∆�̈� Global 3.34 

7 Change in concentration 

polarisation index 

Φ 

Φ
̈̃
 

Local 

Global 

3.26 

3.35 

Time-averaged flux 𝐽̈/̅𝐽𝑝𝑢𝑟𝑒 Global 3.31 

Maximum wall stress �̅̂� Global 3.32 

Turbulent kinetic energy equivalent Ky  Global 3.39 

Pumping power 𝑃𝑛 Global 3.40 

Recovery rate - Global 3.41 

3.5 Verification and Validation 

Oberkampf and Trucano [127] explain that verification and validation is of 

paramount importance to ensure accuracy and reliability in computational fluid 

dynamics (CFD) simulation. Verification is performed by comparing the computational 

solution against analytical and/or proven numerical solutions while validation is 

performed by comparing the computational solution against experimental data. 

Common sources of error encountered in CFD are: inadequate spatial discretisation 

convergence, inadequate temporal discretisation convergence, inadequate convergence 

of the iterative procedure, computer round-off and computer programming errors [127].  

Inadequate spatial discretisation convergence errors can be mitigated by 

including additional grid points. Inadequate temporal discretisation convergence can be 

minimised by decreasing the time step size in unsteady simulations. Inadequate 

convergence of the iterative procedure can be reduced by minimising the iteration 

residual. Computer round-off error can be minimised by implementing double precision 

for real numbers [35].   
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The Grid Convergence Index (GCI) is a useful tool to assess the errors 

associated with the grid [128]. The refinement ratio, ℝ and relative error, 𝑒𝐺𝐶𝐼 can be 

expressed as following [35]: 

  ℝ =
ℕ𝑓𝑖𝑛𝑒

ℕ𝑐𝑜𝑎𝑟𝑠𝑒
     (3.42) 

𝑒𝐺𝐶𝐼 =
𝔽𝑐𝑜𝑎𝑟𝑠𝑒−𝔽𝑓𝑖𝑛𝑒

𝔽𝑓𝑖𝑛𝑒
    (3.43) 

where ℕ𝑓𝑖𝑛𝑒 is the number of elements for fine grid, ℕ𝑐𝑜𝑎𝑟𝑠𝑒  is the number of elements 

for course grid, 𝔽𝑐𝑜𝑎𝑟𝑠𝑒 is the is the integral function for course grid and 𝔽𝑓𝑖𝑛𝑒 is the 

integral function for fine grid.  

The GCI equations for fine and coarse grids then can be expressed as follows 

[35]: 

    𝐺𝐶𝐼𝑓𝑖𝑛𝑒 =
3|𝑒𝐺𝐶𝐼|

ℝ𝜂−1
    (3.44) 

     𝐺𝐶𝐼𝑐𝑜𝑎𝑟𝑠𝑒 =
3|𝑒𝐺𝐶𝐼|ℝ

𝜂

ℝ𝜂−1
    (3.45) 

where 𝜂 is the number of dimensions used. An acceptable error value for 𝐺𝐶𝐼𝑓𝑖𝑛𝑒 lies 

within 5 to 10 % [35]. The validation steps in this thesis are performed by comparing 

the computational solution in the 2D model against available analytical solutions. 
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Chapter 4 

 

Approximation for modelling electro-osmotic mixing in the 

boundary layer of membrane systems 

 

4.1  Introduction 

One of the major limitations for the numerical simulation of electro-osmosis is 

the high computational effort required to solve the Poisson and Navier–Stokes equations 

at the scale of the Debye length (~10
−9

 m) when considering the dimensions of a typical 

membrane channel (~10
−3

 m). Large velocity gradients near the wall require a very fine 

mesh in that region in order to capture the velocity profiles [63, 64]. One possible way 

to address the large computational requirements of numerical simulation is the adoption 

of the Helmholtz–Smoluchowski (HS) velocity equation, which is an artificial slip 

velocity implemented on a charged surface to simulate the effect of electro-osmosis on 

the velocity profile in a channel [19]. 

In this chapter, a two-dimensional (2D) electric field is assumed to generate flow 

perturbations due to electro-osmotic effects, with the potential to enhance mixing within 

the concentration polarisation layer and lift the solute concentration from the membrane 

surface. Given that the HS approximation only takes into account the component of the 

electric field that is tangential to the charged membrane surface, it is unclear whether 

this approximation is appropriate for modelling electro-osmotic effects in membrane 

channels caused by 2D electrical fields. Moreover, the HS approximation implies that 

pressure gradients are negligible [19]. This means that the HS approximation shows no 

dependence on cross-flow velocity other than the flow velocity induced by the electric 
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field. The applicability of the HS approximation for a system with cross-flow velocity is 

therefore unclear. 

This chapter compares the results from steady-state numerical simulations using 

the Helmholtz–Smoluchowski (HS) approximation of electro-osmosis against a more 

rigorous charge density (CD) solution in order to determine the reliability and accuracy 

of the HS approximation in membrane channels. The effect of cross-flow velocity on 

the accuracy and reliability of the HS approximation is therefore investigated. The 

effect of cross-flow velocity on the perturbation velocity flow regime and mixing are 

also assessed.  

4.2 Charged density (CD) approach vs Helmholtz-Smoluchowski (HS) 

approach 

Table 4.1: Summary of the differences between the CD approach and the HS approach. 

Description CD solution 

(ideal electro-osmosis) 

HS approximation 

(linear electro-osmosis) 

Significance and source of 

difference 

Electric 

double layer 

Resolves the velocity distribution 

within the EDL [64]. 

Assumes the EDL length 

scale is much smaller than 

the channel length scale. 

Applies a “slip velocity” at 

the outer edge of the EDL 

[19]. 

CD solution requires higher 

computational effort. HS 

approximation, is simple and easily 

incorporated into CFD code [19].    

Charge 

distribution 

The charge distribution near the 

wall is governed by zeta potential 

and external electric field, and 

assumes a Boltzmann distribution 

[63]. 

Is not calculated directly. 

Slip velocity equation 

assumes a 1D integration of 

charge distribution. 

Because HS approximation assumes 

EDL is much smaller than the channel, 

if this is not correct then slip velocity 

is applied at an incorrect location. 

External 

electric field 

Incorporated in the momentum 

transport equation as a force 

acting on the fluid due to charge 

separation. 

Only tangential component 

included in slip velocity 

equation. Normal 

component is neglected. 

It is unclear whether the normal 

component has a significant effect on 

the electro-osmotic effect for typical 

membrane channels.  
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Table 4.1 summarises the differences between the CD solution (ideal electro-

osmosis) and the HS approximation (linear electro-osmosis). Given the relatively small 

size of the EDL compared to a typical membrane channel, the HS slip velocity in Table 

3.3 is applied at the wall surface (y = 0). However, because the wall surface is modelled 

as non-slip (zero velocity) in the CD approach [19], this means that there cannot be a 

perfect agreement between the two approaches for modelling electro-osmosis. This 

chapter therefore investigates the suitability and applicability of the HS approach for 

simulating electro-osmotic effects on the velocity profile in membrane channels. 

4.3  Problem descriptions, assumptions and methods 

The commercial CFD code ANSYS CFX-13.0 is used to solve the continuity 

and momentum equations [105] in a membrane channel. For the CD solution, the charge 

distribution in the channel is governed by the wall zeta potential and the external 

electric field. If the Debye length is sufficiently small and the charge at the walls is not 

large, the charge distribution is mostly determined by the zeta potential rather than by 

the external electric field [63]. The charge distribution adjacent to the channel wall 

therefore can be calculated independently of the external electric field. 

The CD solution is used as a benchmark for validation of the HS approximation. 

For the sake of simplicity, the zeta potential is assumed to be constant along the 

membrane surface. Hence, the one-dimensional (1D) potential due to the wall charge 

can be used. The charge distribution will not be influenced by fluid flow if the fluid 

velocity is small or the inertial terms in the momentum equation are not dominant [63]. 

The validation of this latter assumption is discussed in section 4.4.3.1. 

Two types of electric field case studies are considered in this chapter, namely 

uniform and non-uniform electric fields. For uniform electric field simulations, periodic 

momentum boundary conditions are used in ANSYS CFX to model the repeating flow 
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pattern over the fluid domain length [35]. For the case of a non-uniform electric field, 

the electric field is assumed to be generated by a pair of electrodes placed perpendicular 

to the bulk flow and parallel to the membrane surface, on the permeate side. The model 

geometry is described in section 4.3.1. 

In this chapter, the difference between the calculated local velocity field and the 

velocity field for fully developed flow without electro-osmosis at the same Reynolds 

number is referred to as the “perturbation velocity” due to the electro-osmotic effect 

(�⃑⃑� p = �⃑⃑� − �⃑⃑� 𝑓). Therefore, the perturbation velocity is an indication of the changes in the 

flow induced by the electro-osmotic effect. It is expected that flow perturbations due to 

electro-osmotic effect will disturb the developing boundary layer, thus leading to an 

increase in the mass transfer coefficient, a reduction in concentration polarisation and 

ultimately higher permeate flux than in the case without electro-osmotic perturbations. 

However, calculation of mass transfer effects and flux enhancement are not considered 

in this chapter. Rather, this chapter seeks to establish the applicability of the HS 

approximation as an essential first step for establishing a suitable CFD model of flow 

and mass transfer in a membrane system with electro-osmotic flows.  

The x-component perturbation velocity (up) is calculated as the difference 

between the local velocity in the x direction (u) and the fully developed velocity (uf).  

 𝑢p = 𝑢 − 𝑢𝑓    (4.1) 

where  

       𝑢𝑓 = 6𝑢𝑎𝑣𝑔
𝑦

ℎ𝑐ℎ
(1 −

𝑦

ℎ𝑐ℎ
)   (4.2) 

The y-component of the perturbation velocity (vp) is equal to the calculated local 

velocity in the y-direction (v) because the fully-developed velocity profile is parallel to 

the x-axis. In this chapter, the relationships between cross-flow velocity, perturbation 

velocity and mixing index are assessed.  
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4.3.1 Model description 

For the uniform electric field case, the channel length and height used are 7 mm 

and 1 mm respectively. The terms Ex and Ey used in this chapter refer respectively to the 

electric field components tangential and normal to the membrane surface. Constant 

values of 10 000 V/m for Ex and Ey and a range of Reynolds number of 100–2 000 are 

used for the uniform electric field case study. The Reynolds number upper limit of 

2 000 is chosen in order to avoid any unsteady effects related to the transition into 

turbulent flow [35]. 

 

Figure 4.1: Non-uniform electric field model geometry. 

For the non-uniform electric field case, an electrical potential difference of 

1 000 V is assumed between an electrode pair. A range of Reynolds numbers from 0 to 

2 000 are used for the non-uniform electric field case study. The location of the 

electrodes and the model geometry used are shown in Figure 4.1. Entrance and exit 

regions with a length of 1 mm are included at each end of the channel in order to ensure 

that the inlet and outlet boundary conditions do not affect the flow solution in the 

membrane section. The parameters used for the non-uniform electric field simulation 

study are shown in Table 4.2. 
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Table 4.2: Parameters used for non-uniform electric field case study. 

Parameter Value 

hch 1 mm 

hm 0.25 mm 

Lin 1 mm 

Lout 1 mm 

Ltotal 7 mm 

xe1 2.65 mm 

xe2 4.35 mm 

re 0.1 mm 

V12 1 000 V 

Table 4.3: Summary of equations and assumptions for the different simulation approaches. 

Assumption CD approach HS approach 

Momentum 

equation 
𝜌 (

𝜕𝑣 

𝜕𝑡
+ 𝑣 ⋅ ∇𝑣 ) = −∇𝑃 + 𝜇∇2𝑣 + 𝜌e�⃑�   𝜌 (

𝜕𝑣 

𝜕𝑡
+ 𝑣 ⋅ ∇𝑣 ) = −∇𝑃 + 𝜇∇2𝑣  

Charge density 𝜌e = −2𝑧𝑒𝑛𝑜 sinh (
𝑧𝑒𝜙

𝑘B𝑇
) N/A 

Internal potential 𝜙 = 𝜁 exp (
−𝑦

𝜆D

) N/A 

Debye length 𝜆D = √
𝜀𝑘B𝑇

2𝑒2𝑛𝑜

   N/A 

Boundary 

condition at 

membrane wall 

surface 

𝑢 = 0 

𝑣 = 0 

𝑢s = −
𝜀𝜁𝐸𝑥

𝜇
 

𝑣 = 0 

Uniform electric 

field 

Ex = 10 000 V/m 

Ey = 10 000 V/m (full-field only) 

Ex = 10 000 V/m 

Non-uniform 

electric field 

Ex given by equation (3.7) 

Ey given by equation (3.8) (full-field only) 

Ex given by equation (3.7) 
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The set of equations and assumptions used for the CD solution and HS 

approximation approaches are summarised in Table 4.3. 

4.4  Results and discussion 

4.4.1 Mesh independence study 

In order to validate and verify the CFD hydrodynamic results, global friction 

factor (fglob) and perturbation velocity errors are calculated for a Reynolds number (Re) 

of 280. The global friction factor [105] is a function of pressure drop across the channel. 

 𝑓𝑔𝑙𝑜𝑏 =
𝑑h

2𝜌𝑢𝑎𝑣𝑔
2

∆𝑃

𝐿
    (4.3) 

where uavg is the inlet velocity, dh is the hydraulic diameter, P is the inlet-outlet 

pressure difference and L is the channel length. 

The up area-weighted error (up,error) is used for determining grid independence 

and is defined by equation (4.4): 

 𝑢p,error =
∫ (𝑢p2−𝑢p1)

2
𝑑𝑦

ℎ𝑐ℎ
0

∫ (𝑢p2−𝑢p2)
2
𝑑𝑦

ℎ𝑐ℎ
0

   (4.4) 

where up1 is the x-component perturbation velocity of the system being tested, up2 is the 

x-component perturbation velocity benchmark used for validation of the system being 

tested and 𝑢p2 is given by: 

 𝑢p2  =
1

ℎ𝑐ℎ
∫ 𝑢p2𝑑𝑦

ℎ𝑐ℎ

0
    (4.5) 

Under the conditions of a non-uniform electric field, it was found that meshes 

with just over 0.3 million elements had a Grid Convergence Index (GCI) [35] for the 

fine mesh below 1 % for friction factor and below 0.5 % for up,error.  

4.4.2 Uniform electric field 

Analytical solutions for the unidirectional (fully-developed) velocity profile (uf) 

can be obtained for the cases with and without slip velocity. The difference between 

these profiles yields the “fully-developed” perturbation velocity profile: 
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 𝑢p𝑓 = (1 −
𝑦

ℎ𝑐ℎ
) 𝑢𝑠 (1 −

3𝑦

ℎ𝑐ℎ
)   (4.6) 

The CFD simulation results for the HS approximation can be validated against 

equation (4.6) by means of the up,error calculated using equation (4.4). For the range of 

Reynolds numbers simulated, the maximum up,error between the numerical data and the 

analytical solution is below 0.02 %.   

 

Figure 4.2: Comparison of up profile of HS approximation and the CD solution at different bulk solute 

mass fraction. 

In order to evaluate the effect of solute concentration on the perturbation 

velocity profile (up), Figure 4.2 compares up profiles at different bulk solute 

concentrations (ωb) for the full-field CD solution against those obtained using the HS 

approximation for a uniform electric field. A range of bulk salt fractions from 5.510
−7

 

(corresponding to a Debye length of 100 nm) to 0.06 are considered. It should be noted 

that for the range of Reynolds numbers analysed in this study, the perturbation velocity 

profile is independent of the Reynolds number. From Figure 4.2, it can be seen that the 
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agreement between the CD solution and the HS approximation improves as the solute 

concentration increases. This is because the increase in solute concentration results in a 

thinner Debye layer. 

Figure 4.3 depicts the maximum up,error for the range of Reynolds numbers 

simulated (100 to 2 000). The error is calculated between the HS approximation and the 

CD solution using equation (4.4) at different solute concentration values. From Figure 

4.3, it can be seen that the error for the HS approximation against the CD solution with 

a tangential-only electric field (Ex) is very similar to the error against the full electric 

field (including both Ex and Ey). This suggests that the effect of the electric field 

component normal to the membrane surface (Ey) is negligible for the case of a uniform 

electric field. In addition, the value of up,error between the CD solution and the HS 

approximation is below 0.001 % for a bulk solute mass fraction of 0.001 or higher. 

Given that sea water salt concentration is around 3 % while brackish water salinity is of 

the order of 0.1 % [129], this suggests that the HS approximation is suitable for 

modelling electro-osmotic effects in RO systems for both sea water and brackish water 

under the conditions of a uniform electric field and cross-flow. In addition, this also 

suggests that the CD solution is independent of the bulk solute concentration when a 

high bulk solute concentration (≥ 0.001) is used. 
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Figure 4.3: Comparison of up,error between the HS approximation and the CD solution at different bulk 

solute mass fraction values. 

4.4.3 Non-uniform electric field 

4.4.3.1 Relative magnitude of convective and viscous terms 

In section 4.3, it was assumed that the contributions to the electric potential due 

to the surface potential (zeta potential, ) and the potential due to the external electric 

field can be decoupled in the CD solution if the convective term in the momentum 

equation is not dominant. This implies that the charge density (e) profile given by 

equation (2.3) is not affected by the electric potential due to the external electric field 

(). The reason for this decoupling is related to the effect of the external field on the 

fluid flow. The CD solution assumes an electric potential profile given by equation 

(2.4), in which the charge density is balanced by the internal electric field (−∇𝜙). The 

e profile may be altered due to charge convection, a phenomenon related to fluid 

velocity within the double layer and controlled by the external electric field. If this 

velocity is small, such that the convective term in the momentum equation does not 
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dominate, it is expected that charge redistribution due to the external electric field will 

be minimal and its effect on the charge density and the internal potential can be safely 

neglected [130]. This section investigates the validity of this assumption for the CD 

solution. 

In order to investigate the relative importance of the convective term, the 

magnitudes of the convective terms are compared to those of the viscous terms in the 

momentum equation. The convective terms are given by equations (4.7) and (4.8) while 

the viscous terms are given by equations (4.9) and (4.10) respectively. 

 𝐶1 = 𝜌 (𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
)    (4.7) 

 𝐶2 = 𝜌 (𝑢
𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦
)    (4.8) 

 𝐷1 = 𝜇 (
𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2)    (4.9) 

 𝐷2 = 𝜇 (
𝜕2𝑣

𝜕𝑥2 +
𝜕2𝑣

𝜕𝑦2)    (4.10) 

A bulk solute mass fraction of 0.06 and a range of Reynolds numbers from 100 

to 2 000 are used in these comparisons. The full-field non-uniform electric field is used 

(see Figure 3.1), given by equations (3.7) and (3.8), under the conditions summarised in 

Table 4.2. The associated Debye length is 3×10
−10

 m for a solute mass fraction of 0.06. 

The magnitudes of the convective and viscous terms are taken at a distance of one 

Debye length from the membrane surface, as the net charge distribution is usually 

governed by the EDL [64]. 

An a priori validation of the insignificance of the inertia term is performed at the 

Debye length location, assuming u ≈ us and 𝑣 ≈ −𝜆D
𝜕𝑢𝑠

𝜕𝑥
. This analysis reveals that for 

Re = 2 000, the D1/C1 ratio ranges from 200 to over 10
16

, and the D2/C2 ratio ranges 

from 150 to over 10
9
. Moreover, the maximum value of us is approximately 0.5 % of the 
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bulk flow velocity. This data supports the assumption that the viscous term, and not the 

convective term, is dominant within the double layer. 

In terms of a posteriori validation, Figure 4.4 depicts simulation results for the 

magnitude of D1/C1 and D2/C2 within the EDL at different Reynolds number. The 

results show that the minimum and maximum values for the ratio of D1/C1 are 1×10
8
 

and 2×10
14

 respectively whereas for the ratio of D2/C2 these values are 1×10
8
 and 

5×10
16

 respectively. Given that the viscous terms are over seven orders of magnitude 

larger than the convective terms, this suggests that the convective terms in the 

momentum equation are negligible within the EDL. Therefore, the assumption of 

internal and external potential decoupling is suitable for these cases, both from an a 

priori and an a posteriori perspective.  

 

Figure 4.4: Variation of the ratios of D1/C1 and D2/C2 in the EDL at different Reynolds numbers. 
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4.4.3.2 Velocity profile analysis 

 

Figure 4.5: Deviation in up and vp between the CD solution and the HS approximation at different 

Reynolds numbers. 

Figure 4.5 depicts the difference in perturbation velocity profiles (up and vp) 

between the HS approximation and the CD solution at different Reynolds numbers. The 

deviations between the CD solution and the HS approximation are calculated using 

equation (4.4) under a non-uniform electric field given by equations (3.7) and (3.8) and 

the conditions summarised in Table 4.2. A range of Reynolds numbers from 0 to 2 000 

is analysed. From Figure 4.5, it can be observed that the maximum up and vp errors are 

below 0.5 % and 4 % respectively. This shows that the perturbation velocity obtained 

using the HS approximation is in good agreement with the values obtained using the CD 

solution for the range of conditions evaluated. Moreover, Figure 4.5 also shows that the 

mean and max up ratios are below 1 for Reynolds numbers above 1 000, which shows 

that the up results using the HS approach are in better agreement with the full-field than 

with the tangential-only electric field CD approach. 
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Figure 4.5 also reveals that almost identical maximum up and vp errors are 

observed regardless of whether the normal component of the electrical field (Ey) is 

included in the simulations. The relative increase in error observed at higher Reynolds 

numbers is related to the increase in numerical round-off error. This suggests that, as 

was the case for the uniform electric field, the effect of the normal component of the 

electric field is also negligible for the non-uniform electric field case. Therefore, it can 

be concluded that the HS approximation is valid for the Reynolds numbers and 

concentrations typically encountered in RO operations. 

4.4.4 Velocity field analysis 

 

Figure 4.6: Effect of Reynolds number on velocity vector field and recirculation streamlines in region (b), 

using the HS approximation. Velocity vectors are scaled locally for every subfigure. 

Recirculation regions in membrane channels have been identified as one of the 

main mass transfer enhancement mechanisms [23, 131-133]. Hence, this section 

discusses the flow patterns for the non-uniform electric field case. Figure 4.6 shows the 

velocity (𝑣 ) vector field and streamlines downstream of the second electrode (region b) 

for solutions using the HS approximation and Reynolds numbers in the range of 0 to 
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2 000. Each subfigure in Figure 4.6 has the same geometry for each Reynolds number 

shown. At Re = 0, three main recirculation regions are observed on the bottom half of 

the channel: (a) upstream and (b) downstream of the electrodes, and (c) in the region 

between the two electrodes. Boundary layer reattachment and separation points are 

located upstream and downstream of both electrodes. These locations correspond to the 

points where suction and ejection of fluid to and from the boundary layer occur due to 

the electro-osmotic flow effect. 

 

Figure 4.7: Effect of Reynolds number on perturbation velocity vector fields using the HS approximation. 
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As the Reynolds number increases, the velocity field in Figure 4.6 approaches 

the fully-developed velocity field described by equation (4.2), and recirculation region 

(c) disappears. This is expected, as the maximum slip velocity is at least one order of 

magnitude smaller than the bulk flow velocity for Reynolds numbers above 280. 

Nevertheless, thin recirculation regions are still present at higher Reynolds numbers, 

just upstream of the first electrode (region a) and just downstream of the second 

electrode (region b), where the slip velocity value is negative. This can be seen from the 

streamline plots in Figure 4.6 which show that, for larger Reynolds numbers, 

recirculation regions (a) and (b) become thinner and are confined to a narrow region the 

vicinity of membrane surface.  

Figure 4.7 shows the effect of Reynolds number on the perturbation velocity 

vector field. In Figure 4.7, arrows pointing in the direction of the bulk flow mean that 

the fluid is flowing faster than for the case without electro-osmosis disturbance. 

Conversely, arrows pointing opposite the bulk flow represent regions where the fluid is 

flowing slower than without electro-osmosis. Larger Reynolds numbers cause the 

perturbation velocity field to become skewed in the direction of the bulk fluid flow. In 

addition, the region of higher perturbation velocity becomes thinner, which in turn 

affects mass transfer enhancement. This is because momentum convection increases at 

higher Reynolds numbers and the velocity perturbation does not penetrate as far into the 

bulk of the channel. This also suggests that the distribution of mixing is more localised 

within the concentration polarisation region as the Reynolds number increases. 

4.4.5 Mixing index 

Ouyang et al. [134, 135] define a mixing index as a measure of mixing 

enhancement based on the amount of fluid stretching and folding. This mixing index is 
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defined using the perturbation velocity due to the electro-osmotic flow effect, and is 

expressed as follows for 2D flow: 

 𝑀 = ∫ (
𝜕𝑢p

𝜕𝑥
)
2

+ (
𝜕𝑢p

𝜕𝑦
)
2

+ (
𝜕𝑣p

𝜕𝑥
)
2

+ (
𝜕𝑣p

𝜕𝑦
)
2

𝛺
𝑑𝛺  (4.11) 

where  is the volume of the fluid region considered. In this chapter, we define a 

volumetric mixing index by dividing the mixing index by the volume of the region 

investigated: 

   𝑀vol =
𝑀

𝛺
     (4.12)  

Figure 4.8 depicts the calculated volumetric mixing index (Mvol) values for 

regions extending from the membrane surface to channel heights of 50 µm, 100 µm and 

1 mm (the whole channel) respectively. It can be seen that the volumetric mixing index 

becomes larger as smaller fluid regions closer to the membrane surface are considered. 

This is expected, as most of the velocity perturbation is located near the membrane 

surface, as seen in Figure 4.7. In addition, it can also be seen that the volumetric mixing 

index increases with Reynolds number. It is interesting to note that when the Reynolds 

number is varied from 1 to 2 000, the volumetric mixing index for the channel height of 

50 µm is nearly quadrupled whereas the index for the whole membrane channel (1 mm 

height) is only approximately doubled. This suggests that a larger proportion of the 

mixing occurs near the membrane wall. 
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Figure 4.8: Dependence of the volumetric mixing index (Mvol) on Reynolds number for different channel 

regions. 

 

Figure 4.9: Perturbation velocity gradient (𝜕up/𝜕y) at the membrane surface along the length of the 

membrane channel. 
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Equation (4.13) shows that the volumetric mixing index for 2D flow is a 

function of the four components of the velocity gradient tensor. At the membrane 

surface, for the system with negligible or almost zero permeation, vp is zero and 

therefore 𝜕vp/𝜕x is also zero. The gradient components 𝜕up/𝜕x and 𝜕vp/𝜕y, on the other 

hand, are related through the continuity equation. Moreover, the values of 𝜕up/𝜕x (and 

hence 𝜕vp/𝜕y) along the membrane surface are determined by the slip velocity profile 

and are not influenced by the cross-flow velocity. Thus, the only volumetric mixing 

index term affected by the cross-flow velocity is 𝜕up/𝜕y, which is related to wall shear. 

Figure 4.9 shows the value of 𝜕up/𝜕y at different locations along the membrane surface 

for different Reynolds numbers. It can be seen that increases in Reynolds number lead 

to the increases in the magnitude of 𝜕up/𝜕y. 

Based on the definition of the volumetric mixing index in equations (4.11) and 

(4.12), a local mixing index (Mloc) is defined as follows: 

 𝑀loc = (
𝜕𝑢p

𝜕𝑥
)
2

+ (
𝜕𝑢p

𝜕𝑦
)
2

+ (
𝜕𝑣p

𝜕𝑥
)
2

+ (
𝜕𝑣p

𝜕𝑦
)
2

  (4.13) 

Figure 4.10 depicts contour plots of the local mixing index for different 

Reynolds numbers. It can be seen that (as was the case with the perturbation velocity 

plots) as the Reynolds number increases the region with a higher level of mixing is 

skewed in the direction of the bulk flow. This agrees with the trends observed in Figure 

4.8 and Figure 4.9, where higher Reynolds numbers lead to increased mixing within the 

boundary layer, and therefore a higher magnitude of 𝜕up/𝜕y. Here, it should be noted 

that the mixing index only depends on the perturbation velocity and therefore does not 

account for mixing effects related to changes in Reynolds number. Hence, any changes 

to the mixing index with Reynolds number are related to the convection of the 

perturbation velocity.  
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Figure 4.10: Local mixing contour plot. The contours are depicted using a logarithmic scale. 

4.5  Conclusions 

A comparative study between the CD solution and the HS approximation was 

performed for uniform and non-uniform electric fields in 2D membrane channels with 

electro-osmotic flow. For the case with a uniform electric field, it was found that there 

is better agreement between these two methods as the solute concentration is increased. 
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This is because an increase in bulk solute concentration reduces the size of the Debye 

layer. Conversely, low solute concentrations (below 10 ppm) result in higher error, 

which renders the Helmholtz–Smoluchowski approximation an inaccurate 

representation of electro-osmotic phenomena in RO membrane channels with low solute 

concentrations. Therefore the HS approximation is only valid for higher solute mass 

fractions (0.001 or higher), which are typical salt concentrations near the membrane 

surface for RO systems. 

The comparison between these two methods was also carried out for cases with 

a non-uniform electric field. In order to ensure the decoupling of electric potential due 

to wall surface charges and due to the external electric field, the convective terms were 

compared to the viscous terms in the momentum equation. It was found that the viscous 

terms are dominant within the electric double layer, and therefore the Debye length is 

sufficiently small such that the electric potential can be decoupled into potential due to 

the wall surface charge and potential due to the external electric field. The non-uniform 

electric field case study shows that the effect of the electric field normal to the 

membrane surface is negligible for both perturbation velocity components (up and vp). 

Overall, the HS approximation is in good agreement with the CD solution for both cases 

excluding and including the normal electric field component. 

This chapter also investigated the effect of cross-flow velocity on the validity of 

the HS approximation against the CD solution. It was found that the maximum 

perturbation velocity error is below 4 %, which suggests that the HS approximation is 

valid for the typical flow conditions encountered in real world SWM modules for RO. 

This means that the HS approximation can be utilised to calculate the velocity profiles 

for 2D electric field cases without the need to solve Poisson’s equation at the scale of 

the Debye length (~ 10
-9 

m). 
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The effect of Reynolds number on the perturbation velocity profile and 

volumetric mixing index was also assessed. Increases in Reynolds number skew the 

perturbation velocity in the bulk fluid direction and cause an increase in the volumetric 

mixing index. A higher level of increase of volumetric mixing index near the surface of 

the channel than for the whole channel is expected because electro-osmotic mixing is 

highest closer to the wall. Although the mixing index is an indirect method of 

estimating mass-transfer enhancement, it is an indicator that can be used to gain insights 

into the effects of electro-osmotic instabilities and cross-flow on mixing in the boundary 

layer. The results presented in this chapter also suggest that combination of cross-flow 

and other mass-transfer enhancement techniques are possible means for achieving mass-

transfer enhancement within the boundary layer of membrane systems.  

The work presented in this chapter is the first step towards modelling the 

complex process of mass transfer enhancement through electro-osmosis. As such, it is a 

simplification of the “complete” problem. Further research is required to evaluate the 

extent of permeate flux improvement due to electro-osmotic flow and will be the subject 

of Chapter 5-7. 
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Chapter 5 

 

CFD modelling of electro-osmotic mass transfer 

enhancement on the feed side of a membrane 

 

5.1  Introduction 

The effect of a slip velocity on mass transfer and pressure drop has been the 

focus of a few studies in the context of ultrafiltration (UF) processes [136]. This is 

because the porosity of UF membranes leads to a slip velocity at the membrane surface. 

Beavers et al. [137] found excellent agreement between experimental data and the 

analytical solution of the Navier–Stokes equations for a 2D unobstructed empty channel 

under the influence of a slip velocity. Singh and Laurence [67] developed a perturbation 

solution for the velocity profiles in a 2D unobstructed empty channel subject to 

permeation from both walls. The perturbation solution was then used to obtain 

numerical solutions for the mass transport equation. They found that an increase in slip 

velocity results in decreased friction factor and increased mass transfer. In addition, they 

observed that the slip velocity induced mass transfer enhancement is greater in the 

region closer to the membrane entrance, and for solutes with lower diffusivity. Despite 

these findings, the effect of slip velocity on mass transfer has not been studied in the 

context of RO. 

While there are some recent studies on the use of electro-osmosis for mixing 

[135, 138], none of them have focused on the reduction of concentration polarisation 

and fouling at the surface of a membrane. Although previous studies have simulated the 

effect of electro-osmosis on the hydrodynamics [135, 139], they have not incorporated 
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mass transfer or the effect of electro-osmosis on permeate flux. Moreover, CFD 

membrane studies in the literature have mainly focused on the optimisation of spacer 

geometry and configuration for SWM applications [25, 35, 43, 82, 83, 140, 141], or 

other physical approaches for mass transfer enhancement [124, 142, 143], and have not 

considered the effect of electro-osmosis.  

This chapter therefore uses CFD to investigate the role of electro-osmosis in 

enhancing mixing at the membrane surface. For this purpose, electrodes are assumed to 

be located in the vicinity of the membrane surface, on the permeate side, so that the 

electric field is localised within the feed-side boundary layer. The effect of this electric 

field in terms of boundary layer disruption and consequent increase in mass transfer and 

permeate flux are then analysed. This chapter extends our previous work [139], focusing 

on understanding the mechanisms that lead to electro-osmotic mass transfer 

enhancement in steady-state alone. It analyses the effect of membrane properties and 

bulk flow conditions under constant transmembrane pressure, in order to identify the 

conditions under which electro-osmosis is effective for enhancing mass transfer and 

permeate flux. Consideration of unsteady effects such as caused by the presence of 

spacers is beyond the scope of this chapter and is investigated in Chapter 7.  

5.2  Problem description, assumptions and methods 

5.2.1 Model description 

CFD ANSYS CFX-13.0 is used to solve the steady-state continuity, momentum 

and mass transfer equations. The channel geometry used is depicted in Figure 5.1. 

Entrance and exit regions are included at each end of the channel in order to ensure that 

the flow solution is not affected by the inlet and outlet boundary conditions [21-23].  
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Figure 5.1: Geometry used in ANSYS CFX-13.0 to model 2D empty rectangular channel. 

5.2.1.1 Boundary conditions 

The conditions at the boundaries of the fluid domain are set following the 

approach in Table 3.3. Variations in permittivity due to membrane properties or the 

location of the membrane and the electrodes can influence the electric field and, 

therefore, the slip velocity experienced on the membrane surface. For the case of an RO 

system, the support layers of the membrane make up most of the membrane thickness. 

Due to the high porosity of these layers, their permittivity value can be considered 

similar to that of water [144]. In addition, the selective layer of the membrane is very 

thin (as thin as 0.1 m or less) [31], so the effect of the permittivity of this layer can be 

assumed to be negligible. Thus, for simplicity, this chapter neglects effects associated 

with the non-uniformity of permittivity. In the general case of non-uniform permittivity 

and arbitrary electrode geometry and position, the electric field must be obtained 

numerically. 

Figure 5.2 shows a schematic of the uniform and non-uniform electric fields 

employed in this chapter, as well as their resulting slip velocity profiles along the 

membrane surface. 
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Figure 5.2: Schematic of the uniform and non-uniform electric vector fields showing the resulting forced-

slip velocity (Us) at the membrane surface. Note that a positive slip velocity is in the same direction as the 

bulk cross-flow velocity. 

5.2.1.2 Assumptions and cases 

Table 5.1: Parameters used for non-uniform electric field case study. 

Parameter Value 

Feed channel height (hch) 1 mm 

Membrane thickness (hm) 0.25 mm 

Entrance length (Lin) 10 mm 

Exit length (Lout) 40 mm 

Membrane Length (Lm) 50 mm 

Location of first electrode (xe1) 33.5 mm 

Location of second electrode (xe2) 36.5 mm 

Electrode radius (re) 0.25 mm 

Potential difference across electrodes (V) 2 000 V 

Reynolds number (Re) 280 

Diffusivity coefficient (D) 1.67×10
-9

 m
2
/s 

Intrinsic rejection (R) 99.6 % 

Membrane permeability (Lp) 3.9×10
-11

 m s
-1

 Pa
-1

 

Reflection coefficient () 1 

Osmotic pressure coefficient () 80.51 MPa 

Inlet Transmembrane Pressure (ptm) 2.94 MPa 
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Mesh independent solutions are obtained using a structured mesh with over 

700 000 elements and a Grid Convergence Index (GCI) below 1 % for both mass 

transfer and permeate flux [23, 35]. The electro-osmotic effects are incorporated into the 

CFD model for two cases with increasing complexity, in order to identify and separate 

the different flow components, and to establish confidence that the final simulation 

model is an accurate reflection of the electro-osmosis phenomenon. The first case 

considers a uniform forced slip boundary condition at the membrane surface [139]. This 

boundary condition simulates the effect of an electric field induced by the placement of 

two flat-plate electrodes at each end of the channel and normal to the direction of the 

bulk flow. The second case considers a non-uniform slip velocity, taking into account 

the effect of electric field intensity on the electro-osmotic (slip) velocity [139]. The 

reference conditions for the non-uniform electric field case are presented in Table 5.1. 

The influence of membrane properties (Lp and R) and bulk flow conditions (Re 

and Sc) on the effectiveness of electro-osmosis is investigated under constant 

transmembrane pressure. The range of values considered for these properties and 

operating conditions are based on typical RO operations, and they are summarised in 

Table 5.2. 

Table 5.2: Range of membrane properties and bulk fluid conditions considered. 

Parameter Range 

Intrinsic rejection (R) 0.95 – 1 

Intrinsic permeability (Lp) 2.21×10
-12

 –  3.95×10
-10 

m s
-1

 Pa
-1

 

Reynolds number (Re) 280 – 2 000 

Schmidt number (Sc) 500 – 1 200 

 

 

 



83 

 

5.2.2 Methodology for analysis of results 

For the non-uniform electric field case, the level of mixing and its associated 

variables are averaged over an area that is based on a membrane length equal to twice 

the distance between the electrodes and centred on the midpoint between the electrodes. 

This area is used as the reference because it represents the region most affected by a pair 

of electrodes and where electro-osmosis occurs. Therefore, the area average for any 

local variable () is: 

�̅� =
1

2𝐿𝑒
∫ 𝜙

𝑥𝑒2+
1

2
𝐿𝑒

𝑥𝑒1−
1

2
𝐿𝑒

𝑑𝑥    (5.1) 

where xe1 and xe2 are the locations of the first and second electrodes and Le = xe2 – xe1 is 

the distance between the electrodes.  

5.3  Uniform forced-slip results 

5.3.1 Validation 

Validation is a crucial step in any simulation study. However, due to the nature 

of the phenomena being modelled in this chapter, there is very limited quantitative data 

available in the literature that can be used. In order to validate our simulation results, we 

tested our model under similar conditions as those reported by Singh and Laurence [67], 

that is, permeation from both the top and bottom walls of an unobstructed empty 

membrane channel. Although our simulations incorporate a variable flux that depends 

on the concentration at the membrane surface, it was found that the predicted velocity 

profiles were in excellent agreement with those predicted by Singh and Laurence [67] 

for the same fraction of fluid extracted. The maximum area-weighted error for both 

velocity components was below 0.01 %. Given that flow disturbances are the principal 

driver of mass transfer enhancement for the cases studied in this chapter, this agreement 

provides significant confidence in the predictions of our model. 
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5.3.2 Hydrodynamics  

 

Figure 5.3: Change in local friction factor along the membrane channel under uniform slip velocity.  

This section discusses the effect of a uniform slip velocity along the membrane 

surface, on the hydrodynamics and permeation behaviour within the membrane channel. 

The results presented in this section are for the base values for the bulk flow conditions 

(Re and Sc) and membrane properties (R and Lp) summarised in Table 5.1. For this case, 

the velocity profile becomes fully developed very close to the beginning of the 

membrane region, as shown in Figure 5.3. Therefore, the friction factor is practically 

constant along the membrane channel. 
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Figure 5.4: Effect of uniform slip velocity on global friction factor. 

Figure 5.4 compares global friction factor results against the analytical solution 

of Beavers et al [137] for slip velocity induced friction factor, which can be expressed 

as follows: 

𝑓 =
24

𝑅𝑒
(1 −

𝑈𝑠

2
)    (5.2) 

Figure 5.4 shows that the simulation results are in excellent agreement with 

equation (5.2), with the relative error below 0.2 %. It also shows that for a negative slip 

velocity, the global friction factor is higher. This is expected because a negative slip 

velocity causes the fluid in the vicinity of the membrane surface to move in the opposite 

direction to the bulk flow. On the other hand, a positive slip velocity causes the fluid to 

move in the same direction as the bulk flow, resulting in a decrease in global friction 

factor.  
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The effect of slip velocity on friction factor is more evident in Figure 5.5, which 

depicts the u velocity profile for different slip velocity conditions in the vicinity of the 

membrane surface. As shown in this figure, the u velocity profiles converge as the 

distance from the membrane surface increases, but diverge near the surface. As a result, 

negative slip velocities lead to a larger u velocity gradient normal to the membrane wall 

and hence a higher friction factor. Conversely, positive slip velocities result in a lower 

velocity gradient near the surface and, thus, a lower friction factor.  

 

Figure 5.5: Close-up view of U velocity profiles within the region close to the membrane surface, for 

several uniform slip velocity values. 
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5.3.3 Concentration polarisation 

 

Figure 5.6: Local mass transfer enhancement along the membrane channel at the membrane surface.  

Figure 5.6 shows the effect of uniform forced-slip on the Φ profile for the 

membrane channel. It is evident that mass transfer enhancement due to electro-osmosis 

is not uniform along the channel length. At the channel entrance, where the boundary 

layer is developing and is therefore thinner, the magnitude of Φ is larger than for 

regions further downstream, where the boundary layer is thicker. This suggests that 

electro-osmotic disturbances have a stronger effect in the regions where the boundary 

layer is developing, which is consistent with the observation of Singh and Laurence [67] 

that slip velocity has a larger effect on reducing concentration polarisation closer to the 

channel inlet. 
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Figure 5.7: Effect of uniform slip velocity on mass transfer enhancement. 

Figure 5.6 also shows that a positive slip velocity results in increased electro-

osmotic enhancement () while a negative slip velocity results in negative , thus a 

decline in mass transfer. This trend is observed in Figure 5.7, which shows that   

increases as Us increases in the direction of the bulk flow. Therefore, a larger Us in the 

direction of the bulk flow (positive Us) leads to a decrease in friction factor (and hence a 

decrease in pressure drop (equation 3.34)) and an increase in mass transfer, which 

means that at every point along the channel the concentration polarisation is lower than 

for the case without electro-osmosis. These results are consistent with the results 

reported by Singh and Laurence [67], who found that a larger slip velocity leads to 

lower concentration polarisation. This increase in mass transfer with a decrease in 

pressure drop for positive slip velocity is different from the usual trend where it might 

be expected that a higher mass transfer would lead to a larger pressure drop [35].  
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The decrease in concentration polarisation with positive Us can be explained in 

terms of the enhanced convective transport at the membrane surface. Because of solute 

rejection and fluid extraction at the membrane wall, solute mass fraction increases along 

the membrane surface in the bulk flow direction. A positive slip velocity transports 

lower concentration fluid downstream, so the solute mass fraction downstream is lower 

with positive slip velocity than for the no-slip case. Consequently, the concentration 

polarisation is also lower, resulting in a larger permeate flux relative to the case without 

electro-osmosis. The opposite behaviour is obtained for the case with a negative slip 

velocity (higher concentration polarisation and lower permeate flux). These trends are 

summarised in Table 5.3. 

 Table 5.3: Summary of changes in permeate flux due to uniform slip velocity. 

Negative slip velocity (Us < 0) Positive slip velocity (Us > 0) 

   
0 0s s

w wU U
 

 
     

0 0s s
w wU U

 
 
  

0 0s sU U     
0 0s sU U     

0 0 0s s sU U UJ J J      

 

5.4  Non-uniform forced slip results 

5.4.1 Hydrodynamics and mass transfer 

Figure 5.8 shows the effect of non-uniform slip velocity on Φ and f. The figure 

shows two sub-cases: in the first sub-case (N) the first electrode has a negative charge, 

while in the second sub-case (P) the first electrode has a positive charge. It can be seen 

that locations with positive slip velocity have a lower friction factor and higher Φ and 

vice versa. This agrees with the observations for uniform slip velocity. Figure 5.8 also 

shows that the magnitudes of f and Φ just after each electrode are larger than just 
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before the electrode. This effect is related to the transfer of momentum from upstream 

of the electrode to downstream of the electrode, and is further discussed in section 5.4.2. 

 

Figure 5.8: Local slip velocity, Φ and friction factor change at the membrane surface for non-uniform slip 

velocity cases where the first electrode is positively (subcase P, Ūs = 1.5 × 10
−2

) or negatively charged 

(subcase N, Ūs = −1.5 × 10
−2

). Electrode positions are indicated by E1 and E2.  

Figure 5.9 compares the global friction factor under uniform and non-uniform 

slip velocity. It can be seen that the changes in friction factor with non-uniform slip 

velocity are similar to those obtained using uniform slip velocity. The friction factor is 

lower for a net positive slip velocity, i.e., when the charge on the upstream electrode is 

positive. 
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Figure 5.9: Comparison of changes in global friction factor under uniform and non-uniform slip velocity, 

for the base case conditions in Table 5.1. 

 

Figure 5.10: Comparison of global electro-osmotic mass transfer enhancement under uniform and non-

uniform slip velocity, for the base case conditions in Table 5.1. 
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Figure 5.10 compares the values of   for the uniform and non-uniform slip 

cases. In contrast to global friction factor, the non-uniform slip velocity has a greater 

effect on mass transfer enhancement. Mass transfer and flux enhancement are larger for 

a net positive non-uniform slip velocity, i.e., when the charge on the upstream electrode 

is positive. The reasons for these effects are discussed in the next section. 

5.4.2 Concentration polarisation reduction mechanism 

The greater effect of a non-uniform than a uniform slip velocity on mass transfer 

can be explained by the hydrodynamic conditions near the membrane surface, using the 

2D continuity equation: 

u v

x y

 
 

 
    (5.3) 

DIRECTION OF BULK FLOW

MEMBRANE

MEMBRANE

CHANNEL

w,i w,i+1

DIRECTION OF Us

POSITIVE ELECTRODE LOCATION

w,i+2w,i-1w,i-2

0
us < 0 us > 0

u

a)

b)

 

Figure 5.11 : Schematic of the effect of slip velocity on solute mass fraction () at a positively charged 

electrode. (a) Flow field in the membrane channel; (b) u velocity profile at membrane surface.  

Figure 5.11a shows a schematic of the flow field in the vicinity of the membrane 

surface for a positively charged electrode. Because the electric field is directed away 

from the positive electrode, negative and positive slip velocities are produced 

respectively upstream and downstream of the electrode, as depicted in Figure 5.11b. 

Figure 5.11b also shows that in the vicinity of the electrode ux > 0, so equation (5.3) 



93 

 

requires that vy < 0, leading to “suction” of fluid from the bulk. Therefore, low 

concentration bulk fluid is transported toward the membrane surface, which reduces the 

solute mass fraction in the region around the positive electrode. Moreover, the solute 

concentration near the electrode is further reduced because the slip velocity convects the 

solute away from the electrode. These combined effects result in lower solute 

concentration (w) and concentration polarisation () around the positive electrode (see 

Figure 5.8), which in turn translates to an increase in permeate flux as shown in 

equation (3.19). In addition, and given the trends summarised in Table 5.3, permeate 

flux is higher downstream than upstream of the electrode, and thus the permeate flux 

maximum is located downstream of the electrode. 

For the case of a negatively charged electrode the mechanism is reversed, with 

the slip velocity directed towards the electrode, ux < 0 and vy > 0. Consequently, 

w and  are higher in the vicinity of electrode and permeate flux is reduced. 

5.5  Effect of membrane properties and bulk flow conditions  

Because permeate flux is affected by membrane properties, this section 

investigates the effect of these on electro-osmotic permeation enhancement. The 

analysis focuses on the non-uniform electric field where the positively charged 

electrode is placed upstream, as this configuration shows a net positive slip velocity, 

better permeate flux enhancement and lower friction factor. 

5.5.1 Effect of membrane properties 

5.5.1.1 Effect of membrane permeability 

Figure 5.12 shows the effect of membrane permeability on pure water flux (Jpure) 

and solution permeate flux with and without electro-osmosis (JEO and JNS, respectively). 

It can be seen that Jpure increases linearly with membrane permeability because of the 

absence of osmotic pressure resistance. On the other hand, the rate of increase in JNS and 
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JEO gradually decays as membrane permeability increases. This is because of the 

increase in the amount of solute transported to the membrane surface, which leads to 

increased osmotic pressure and lower flux, as is evident from equation (3.12). Figure 

5.12 also shows that electro-osmosis leads to an increase in permeate flux between 0.5 

to 11 % relative to flux without electro-osmosis. 

 

Figure 5.12: Effect of membrane permeability on permeate flux. 

Figure 5.13 shows the effect of varying intrinsic membrane permeability on the 

area-averaged permeate flux ratio (
pureJ J ), concentration polarisation ( ) and mass 

transfer coefficient (
mtk ), for cases with (EO) and without electro-osmosis (NS). 

Concentration polarisation increases with increasing permeability because of the 

increased transport of solute towards the membrane, and asymptotically approaches a 

constant value. The permeate flux ratio follows the opposite trend, as predicted by 

equation (3.19). The mass transfer coefficient under electro-osmosis follows the same 
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trend as the concentration polarisation modulus. However, the mass transfer coefficient 

without electro-osmosis goes through a maximum. 

 

Figure 5.13: Effect of membrane permeability on flux (a), concentration polarisation (b) and mass transfer 

coefficient (c). 

The peak in 
,mt NSk  is related to the competing mechanisms that lead to the 

decrease of 
pureJ J . At low permeability values (Region I), concentration polarisation 

is low and the increase in permeate flux dominates, resulting in an increase in mass 
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transfer coefficient and a thinner boundary layer, as predicted by equation (3.20). 

However, at high permeability values (Region II) the higher levels of concentration 

polarisation dominate, leading to a thicker boundary layer and, hence, a decrease in 

,mt NSk . Because electro-osmosis improves mixing between the bulk and the boundary 

layer, 
,mt EOk  continues to increase at high permeability values, albeit at a lower rate. 

 

Figure 5.14: Effect of membrane permeability on electro-osmotic mass transfer enhancement. 

Figure 5.14 shows the trend of   as permeability is increased. The peak in   

can be explained through the relationship between the flux ratios (
EO pureJ J  and 

NS pureJ J ) depicted in Figure 5.12 and Figure 5.13a. According to equation (3.29), at 

lower permeability,    is dominated by the difference between 
EOJ  and 

NSJ , given that 

the difference between 
pureJ  and 

NSJ  is smaller. Therefore,   increases with 

permeability at lower permeability. On the other hand, at higher permeability 
pureJ  is 
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much larger than 
NSJ , and both 

EOJ  and 
NSJ  approach a constant value. This therefore 

leads to a decrease in   at high permeability. This suggests that electro-osmosis is more 

effective at mid-range permeabilities for brackish water reverse osmosis. On the other 

hand, electro-osmosis is more effective for sea water reverse osmosis as permeability 

increases. For microfiltration and ultrafiltration membranes, electro-osmosis is less 

effective as permeability increases. 

5.5.1.2 Effect of intrinsic solute rejection 

 

Figure 5.15: Effect of intrinsic rejection (R) on dimensionless permeate flux (
pureJ J ) and electro-osmotic 

mass transfer enhancement ( ), under constant transmembrane pressure. 

Figure 5.15 shows that   and 
pureJ J  decrease as the intrinsic solute rejection 

(R) increases. Although they are not shown here,   and 
mtk  also decrease as R 

increases, both with and without electro-osmosis. This is because, at the constant 

transmembrane pressure conditions simulated in this chapter, equation (3.19) shows that 
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the primary effect of a higher rejection is a decrease in flux, which in turn leads to less 

solute transported to the membrane surface and thus lower . These trends are also 

consistent with equation (3.20). The decrease in  suggests that there is a lower mixing 

potential (max), and this leads to lower electro-osmotic enhancement ( ) at higher 

values of R. 

5.6 Effect of bulk flow conditions 

This section analyses the effect of changes in Reynolds and Schmidt number on 

electro-osmotic mass transfer enhancement. Reynolds and Schmidt numbers are varied 

by altering the bulk flow velocity and solute diffusivity respectively, while keeping the 

fluid density and viscosity constant. For laminar and turbulent flow in conduits 

(pipelines, rectangular channels, etc.), the dependence of Sherwood number on 

Reynolds and Schmidt numbers is widely documented and quantified [23, 145]. A 

power law dependence generally shows good agreement with experimental data: 

 1 3bmt hk d
Sh a Re Sc

D
      (5.4) 

where the coefficients a and b are dependent on channel geometry (i.e. height), whether 

the flow is laminar steady, unsteady or turbulent, and whether mass transfer 

enhancement techniques are utilised (e.g. spacers, electro-osmosis, etc.). 

Figure 5.16 shows that   decreases and 
pureJ J  increases for an increase in 

Reynolds number. This is because, according to equation (5.4), an increase in Reynolds 

number leads to an increase in mass transfer coefficient and therefore more mixing 

between the bulk and the boundary layer. This results in a lower concentration 

polarisation index (), as predicted by equation (3.20). As was discussed in section 

5.5.1.2, a lower  leads to lower mixing potential, and therefore less opportunity for 

electro-osmosis to improve mixing, enhance mass transfer and improve permeate flux. 
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Figure 5.16: Effect of Reynolds number on permeate flux and electro-osmotic mass transfer enhancement, 

under constant transmembrane pressure. 

It should be noted that one of the effects of spacers on mass transfer in the 

membrane channel is analogous to that of increasing the Reynolds number. This means 

that the mass transfer enhancement effect of electro-osmosis would be smaller for a 

channel with spacers than for an empty channel. Nevertheless, further mass transfer 

enhancement may be possible through interactions between electro-osmotic mixing and 

the mixing caused by the feed channel spacers, but such investigations are outside the 

scope of this chapter and are investigated in Chapter 7. 
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Figure 5.17: Effect of Schmidt number on permeate flux and electro-osmotic mass transfer enhancement, 

under constant transmembrane pressure. 

Figure 5.17 shows that   increases for an increase in Schmidt number. This 

trend agrees with the findings of Singh and Laurence [67], who report that a decrease in 

diffusivity at the same slip velocity leads to an increase in mass transfer enhancement 

compared to the case without slip. This can also be explained through equations (3.20) 

and (5.4). A larger Schmidt number (due to a lower solute diffusivity) results in a lower 

mass transfer coefficient, leading to an increased level of concentration polarisation and, 

therefore, more mixing potential. For this reason, electro-osmosis is more effective for 

systems with a larger Schmidt number. 

Table 5.4 summarises the relationships of the effect of bulk flow conditions and 

intrinsic membrane properties on the effectiveness of electro-osmotic mass transfer and 

flux enhancement. 
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Table 5.4: Summary of the effect of bulk fluid conditions and membrane properties  

on concentration polarisation, mass transfer coefficient, flux and electro-osmotic mass transfer 

enhancement.  

 
Increase in parameter 
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     

kmt  (EO)
*
    

J/Jpure     

  
Peaks around 

Lp = 2×10
−11

 m s
−1
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−1

 
   

*
 For the no-slip case (NS), kmt peaks around Lp = 2×10

−11
 m s

−1
 Pa

−1
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5.7  Conclusions 

This chapter presents the results of CFD simulations incorporating the effect of 

electro-osmotic mixing on the hydrodynamics and mass transfer, in an unobstructed 

empty 2D membrane channel with permeation, under steady state conditions. The cases 

considered involve a uniform or a non-uniform electro-osmotic forced slip velocity 

along the membrane surface. For all cases, the simulation results show that a slip 

velocity in the same direction as the bulk flow decreases the friction factor at the 

membrane surface, and leads to a decrease in concentration polarisation and an increase 

in permeate flux. The effect of friction factor agrees with analytical and experimental 

results, and is related to the changes to the velocity gradient at the membrane surface. 

The effect on mass transfer is related to the downstream convection of lower 

concentration fluid. The opposite results are obtained for a slip velocity in the opposite 

direction, as higher concentration fluid is convected upstream. It was also found that 

electro-osmosis is more effective in reducing concentration polarisation for a 

developing boundary layer than for a fully-developed boundary layer. 

The results also show that a non-uniform slip velocity leads to a stronger effect due 

to electro-osmosis. Hence, a non-uniform net slip velocity in the direction of the bulk 
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flow results in higher permeate flux enhancement at a similar friction factor, compared 

to the same case under uniform slip. This difference is caused by the variations in slip 

velocity, which lead to regions of flow towards and regions of flow away from the 

membrane surface, resulting in boundary layer renewal and less concentration 

polarisation. This suggests that the variations in slip velocity are one of the main drivers 

for mass transfer and permeate flux enhancement. Moreover, a non-uniform electric 

field configuration would be easier to implement than a uniform electric field, using 

smaller electrodes and requiring a lower voltage. 

The relationships between bulk flow conditions and membrane properties on the 

effectiveness of electro-osmotic mixing and permeate enhancement under constant 

transmembrane pressure were also investigated. Effectiveness can be measured through 

the enhancement factor (), which represents the relative change in concentration 

polarisation modulus (). In terms of membrane permeability, the results show that 

electro-osmosis enhancement peaks at permeabilities in the range of brackish water RO 

membranes for the conditions presented in this chapter. This suggests that, electro-

osmosis is more effective for brackish water than for seawater RO membranes, and is 

less effective for higher permeability membranes such as MF and UF. For the case of 

seawater RO membranes, electro-osmosis is generally more effective as the 

permeability is increased. 

In terms of intrinsic membrane rejection, the data shows that electro-osmosis 

enhancement is greater for lower rejection. This suggests that electro-osmosis might be 

particularly suited for ultra-osmosis, where the membrane rejection characteristics fall 

between RO and UF. Electro-osmotic enhancement is also greater for solutes with a 

larger Schmidt number (lower diffusivity), which typically occurs with multivalent ions. 

Lower Reynolds numbers also lead to greater electro-osmotic enhancement. Therefore, 
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electro-osmosis might be useful for higher viscosity systems or for cases where lower 

cross-flow velocity is required to maximise recovery. 

In this chapter, it is observed that the electro-osmotic mass transfer enhancement is 

marginal under the case of intense background mixing and unlikely to be useful in 

practical applications. Nevertheless, this chapter only considers the steady-state case. 

Greater mass transfer enhancement may be possible when considering the interactions 

between unsteady electro-osmotic flow and spacers. Some investigations of the 

combined effects are shown in Chapter 7. 
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Chapter 6 

 

CFD modelling of unsteady-state electro-osmotic permeate 

flux enhancement in spiral-wound reverse osmosis 

membrane systems 

 

6.1  Introduction 

Given that relatively larger mass transfer enhancement was observed for cases 

where the EOF was spatially-variant than for their spatially-uniform counterparts [126], 

a similar increase in mass transfer might be expected for an EOF that is time-variant. 

This raises interest in investigating temporal variations in slip velocity, especially since 

pulsatile flow has the potential to enhance wall shear and slow or eliminate the onset of 

particle fouling [92]. Although a recent study [146] analysed the effect of a time-

varying EOF on the concentration boundary layer thickness, the effect on the maximum 

shear rate and time-averaged permeate flux have not yet been investigated. This chapter 

therefore focuses on analysing and identifying the mechanisms that lead to uniform 

unsteady electro-osmotic shear rate. Its effect on local and overall membrane 

performance is measured in terms of flux and maximum wall shear stress (as a proxy  

for fouling reduction). 

6.2 Problem description, assumptions and methods 

6.2.1 Model description 

The unsteady-state continuity, momentum and mass transfer equations are 

solved using CFD ANSYS CFX-15.0. The channel and electrode geometry are shown in 

Figure 6.1. Entrance and exit regions are included at each end of the membrane channel 
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to ensure the flow solution is not influenced by the inlet and outlet boundary condition 

[19-21]. The electrode geometry illustrated in Figure 6.1 consists of the placement of 

two flat-plate electrodes at each end of the channel and perpendicular to the bulk flow 

direction, which leads to a spatially uniform slip velocity. 

 

Figure 6.1: Schematic of membrane channel and electrode geometry indicating boundary locations (not to 

scale). 

6.2.1.1 Boundary conditions 

The conditions at the boundaries of the fluid domain are set following the 

approach in Table 3.3. A time-varying EOF disturbance is incorporated as a sinusoidal 

slip velocity, which can be written as follows [135]: 

 𝑢𝑠,𝑡 = �̈�𝑠 + 𝑢𝑠,𝐴[sin (2𝜋𝑓𝑠𝑡)]   (6.1) 

where t is time, fs and us,A are the oscillation frequency and amplitude respectively, and 

�̈�𝑠  is the time-averaged slip velocity. The slip velocity amplitude and time-averaged 

values shown in equation 6.1 are chosen so that at any time the slip velocity is positive 

(in the same direction as the bulk flow), as it was found previously [126] that a positive 

slip velocity enhances mass transfer and increases permeate flux. The first and second 

terms on the right hand side of equation 6.1 can be interpreted as the offset and 

oscillating components of velocity respectively. 
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6.2.1.2 Assumption and cases 

An adaptive time step is used throughout the simulations with a minimum time 

step of 10
−10

 s and a maximum Courant number of 5. The fluid domain is discretised 

using a mesh with a Grid Convergence Index (GCI) below 1% for both mass transfer 

and permeate flux. The reference conditions for the simulations are based on typical RO 

conditions, and are presented in Table 6.1. 

Table 6.1: Parameters used for uniform electric field case study. 

Parameter Value 

Feed channel height (hch) 1 mm 

Feed flow rate (ub0) 0.14 m/s 

Entrance length (Lin) 10 mm 

Exit length (Lout) 40 mm 

Membrane length (Lm) 50 mm 

Reynolds number (Re) 280 

Schmidt number (Sc) 600 

Diffusivity coefficient (D) 1.67×10
-9

 m
2
/s 

Intrinsic rejection (R) 99.6 % 

Membrane permeability (Lp) 3.9×10
-11

 m s
-1

 Pa
-1

 

Reflection coefficient () 1 

Osmotic pressure coefficient () 80.51 MPa 

Inlet transmembrane Pressure (ptm) 2.94 MPa 

Time-averaged slip velocity (�̈�𝑠) 4 × 10
-4

 m/s 

RMS slip velocity (𝑢𝑠,𝑅𝑀𝑆) 4.9 × 10
-4

 m/s 

 

The influence of frequency and amplitude of slip velocity on the effectiveness of 

electro-osmosis is investigated under constant transmembrane pressure, and their value 

ranges are summarised in Table 6.2. Given common zeta potential values for RO 

membranes, typical electric field magnitudes employed in microchannels would give 

rise to EOF velocities of the order of 100 μm/s [20, 147], hence these values are 
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simulated in this chapter. The effect of changes in frequency and amplitude on the slip 

velocity time series are depicted in Figure 6.2. 

Table 6.2: Ranges of frequency and amplitude of slip velocity considered. 

Parameter Range 

Frequency (fs) 0.25 – 1000 Hz 

Oscillation amplitude of slip velocity (us,A) 1×10
-4

 –  4×10
-4 

m s
-1

  

 

 

Figure 6.2: Effect on the slip velocity time-series for (a) changes in slip velocity frequency, and 

(b) changes in slip velocity amplitude. 
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6.2.2 Methodology of analysis of results 

The area used for the calculation of global variables is the total membrane area 

excluding 10 mm from each end of membrane channel. These entrance and exit regions 

are neglected to remove mathematical entrance and exit effects. Furthermore, membrane 

lengths for commercial spiral wound modules (SWM) for RO are typically 100 times 

larger than the simulated case, so the entrance and exit effects will contribute little to the 

overall membrane performance. 

It should be noted that slip velocity does not have an effect on Jpure, because in 

that case the concentration is zero everywhere in the channel. As there is no mass 

transfer, slip velocity has no effect on the water flux. The slip velocity affects the 

velocity boundary condition and, consequently, the velocity gradient at the wall (
𝜕𝑢

𝜕𝑦
)
𝑤

 

and the wall shear. The effect of a uniform slip velocity on the bulk flow velocity (ub) 

can be considered small because the membrane area simulated in this chapter is too 

small for the permeation flux to significantly decrease the feed flow rate. 

The maximum x-component perturbation velocity (�̂�𝑝) for a specific location is 

calculated as the difference between the local velocity in the x direction (�̂�) taken at the 

maximum slip velocity and the constant time-averaged slip velocity (�̈�ss).  

 �̂�𝑝 =
𝑢𝑝

𝑢𝑏𝑜
=

𝑢−�̈�𝑠

𝑢𝑏𝑜
    (6.2) 

The results for each case with a time-varying slip velocity are compared against 

two steady-state slip velocity cases, where one has a slip velocity with the same root 

mean square (𝑢𝑠,𝑅𝑀𝑆) as the time-varying slip velocity, and the other one has the same 

time-averaged slip velocity value (�̈�𝑠).  
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The root means square (RMS) of the slip velocity is a proxy for kinetic energy, 

which is a measure of the amount of energy input to the system. The RMS slip velocity 

(𝑢𝑠,𝑅𝑀𝑆) is calculated over one sinusoidal cycle: 

 𝑢𝑠,𝑅𝑀𝑆 = √
1

𝑡2−𝑡1
∫ [𝑢𝑠,𝑡]

2
𝑑𝑡

𝑡2

𝑡1
   (6.3) 

 The steady-state slip velocity equivalent to the time-averaged value is 

investigated because it is unclear whether frequency or amplitude of slip velocity 

(equation 6.1) has an effect on the time-averaged outputs (shear stress, flux and 

concentration polarisation). 

6.3 Validation 

For any simulation study, model validation is crucial. There are very limited data 

and correlations available in the literature that can be used to validate the simulation 

results in this chapter because of the nature of the phenomena being considered. 

However, Setiawan et al. [148] recently proposed a reduced-order model (ROM) that 

combines the discretised mass transfer and linearized Navier-Stokes partial differential 

equations subjected to external and unsteady electro-osmotic flow in a 2D channel. The 

Navier-Stokes and mass transfer equations are simplified by omitting terms that are 

second order in the perturbation variables. Their model incorporates mass transfer in the 

form of a dissolving wall (i.e. no permeation) and was shown to be in excellent 

agreement with CFD simulation results. Although the model in this chapter directly 

includes permeation, the permeation velocity is at least 3 orders of magnitude lower 

than the average fluid velocity, so the effect of fluid extraction on hydrodynamics, mass 

transfer and the subsequent variation of Reynolds number along the short membrane 

channel is very small (of the order of 0.01 to 0.1 %) [35]. Therefore, in order to validate 

the hydrodynamic results, the model used in this chapter was tested under similar 

conditions as those of Setiawan et al. [148].  
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Figure 6.3 compares the profiles of perturbation velocity (Up) defined by 

equation (6.2), along the channel height for different frequencies at X = 35. At this X 

location, the flow can be considered practically fully-developed and the wall shear does 

not change significantly other than through the effect of permeation. The model 

comparison presented in Figure 6.3 has a maximum area weighted error below 1 % with 

the main features of velocity perturbation being closely reproduced with respect to 

channel height. Because the main mass transfer enhancement mechanism in a 

membrane channel is through hydrodynamics, this provides confidence in the model 

predictions.  

 

Figure 6.3: Changes in perturbation velocity Up along Y for X = 35 and Us = 0.0029 ± 0.0029 at different 

dimensionless frequencies for the CFD model in this chapter and the reduced order model (ROM) of 

Setiawan et al. [148]. 
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6.4  Results and discussion 

6.4.1 Unsteady EOF 

 

Figure 6.4: Changes in dimensionless velocity, U along time for (a) F = 0.007 and (b) F = 0.36. 

As shown in Figure 6.4, when the slip velocity oscillation frequency is low (e.g. 

Fs = 0.007), the slip velocity-induced flow perturbations extend through the entire 

channel height. The changes in slip velocity not only affect the region close to the 

membrane but also the bulk flow, causing oscillations throughout the channel height. As 

the slip velocity oscillation frequency increases, the region affected by flow 
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perturbations becomes smaller, being restricted to less than 25 % of the channel height 

for Fs = 0.71. Further, the response of the flow to the slip velocity away from the 

membrane lags that of the oscillating slip velocity. This is shown in Figure 6.4, where 

the velocity away from the wall (Y = 0.1) lags about T = 0.25 behind the oscillating slip 

velocity for a higher frequency (Fs = 0.36) but there is little lag (around T = 0.02) for a 

lower frequency (Fs = 0.007). The reason that the flow in the centre and top half of the 

channel is not perturbed at higher frequencies is because, as the frequency increases, the 

slip velocity changes its direction at a faster rate than the fluid above the membrane can 

respond due to inertial effects. 

The effect of slip velocity frequency on penetration depth has been studied in 

detail by Stokes [104] who developed an analytical solution for the case of an 

oscillating wall without cross flow or permeation, when the flow is unbounded. He 

defines the penetration depth induced by an oscillating wall as the location where the 

perturbation has a value equal to 1% of the maximum slip velocity. The analytical 

solution shows that the penetration depth can be calculated using equation (6.4).  

 𝛿𝑠𝑡 = 4.6√
𝜇

𝜋𝜌𝑓𝑠
    (6.4) 

As shown in Figure 6.5, the trend of penetration depth for the CFD results agrees 

well with the Stokes penetration depth prediction, except when the dimensionless 

frequency is below around 0.1. This discrepancy is mainly because the Stokes 

penetration depth assumes the flow is unbounded whereas the flow in this chapter is 

bounded by a top wall and, thus, the penetration depth cannot be larger than the channel 

height (Y = 1). 
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Figure 6.5: Changes in penetration depth for different slip velocity frequencies (Hz) Us = 0.0029 ± 

0.0029. 

 

Figure 6.6: Maximum local friction factor profile along the membrane surface for unsteady slip 

Us = 0.0029 ± 0.0029 at different frequencies, and steady slip at 𝑈�̈� and 𝑈𝑠,𝑅𝑀𝑆. 
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Figure 6.6 shows the effect of an unsteady spatially-uniform electro-osmotic slip 

along the membrane surface on the hydrodynamics, for different dimensionless 

frequency values. It shows that the maximum friction factor (and hence, wall shear) 

decreases slightly along the channel length, by less than 0.5 % of its value at the channel 

entrance. This decrease is attributed to permeation, which reduces the amount of fluid 

flowing in the channel (of the order of 0.01 to 0.1 % for the length of channel simulated 

in this chapter). This change is small because, the amount of fluid removed per unit 

length through permeation in reverse osmosis is usually significantly less than the bulk 

flow [35]. Figure 6.6 shows that the friction factor for the cases with steady-state slip 

velocity (either 𝑈�̈� or 𝑈𝑠,𝑅𝑀𝑆) are lower than for the case without electro-osmosis. This 

agrees with our previous finding [126] that an increase in slip velocity results in a 

decrease in friction factor because of a lower u-velocity gradient normal to the 

membrane wall. It can also be seen in Figure 6.6 that the maximum friction factor 

increases as the frequency is increased. Further, abrupt changes in the maximum friction 

factor can be noticed at both ends of the membrane channel, which are consistent with 

our previous findings [149]. These abrupt changes occur because of the step change in 

zeta potential at both ends of the membrane region. Because there is no slip velocity 

outside of the membrane region, and thus no oscillations in friction factor, there is no 

change in friction factor.  
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Figure 6.7: Effect of frequency on relative change in maximum friction factor for Us = 0.0029 ± 0.0029. 

The increasing trend in maximum friction factor seen in Figure 6.6 as the 

dimensionless frequency increases is confirmed in Figure 6.7. The effect of frequency 

on friction factor can be approximately divided into two regions. Below Fs of about 

0.04, the slope of the line is greater, and above that value the slope is smaller. The Fs at 

which the transition between the two regions occurs in Figure 6.7 is roughly the same as 

the Fs at which the penetration depth reaches the height of the channel (st/hch = 1) in 

Figure 6.5. This suggests that above this transition frequency (Fs,tr), the perturbations do 

not reach the opposite membrane channel wall and any friction related effects are 

confined to the lower membrane wall, decreasing the rate at which friction factor and 

shear increase as frequency increases. In terms of Reynolds number and Fs,tr (the 
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dimensionless transition frequency, at which the penetration depth is equal to the 

channel height), equation 6.4 can be rearranged to give: 

 𝐹𝑠,𝑡𝑟 =
42.32

𝜋𝑅𝑒
    (6.5) 

Equation 6.5 predicts a dimensionless transition frequency of 0.048 for the 

conditions in Figure 6.7 (Re = 280), which roughly agrees with the value shown on that 

figure. The equation also predicts that the transition frequency is inversely proportional 

to the Reynolds number. Hence, for systems with a lower Reynolds number (e.g. due to 

a higher viscosity), the transition would occur at a higher frequency. Conversely, Fs,tr 

should be lower for systems with a higher Reynolds number.  

 

Figure 6.8: Effect of slip velocity amplitude on maximum friction factor. 

 

 

 

 



117 

 

The slip velocity amplitude (Us,A) is another important parameter of the slip 

velocity input (equation 6.1), as it determines the magnitude of the perturbation. In this 

analysis, Us,A is varied while keeping the time-averaged slip velocity (𝑢�̈� ) constant. 

Figure 6.8 shows that an increase in Us,A results in a linear increase in maximum friction 

factor. As shown in our previous work [126], friction factor decreases linearly as the 

slip velocity increases in the bulk flow direction. Hence, it is expected that the 

maximum friction factor occurs at the minimum slip velocity value and vice versa. 

 

Figure 6.9: Effect of frequency on (a) concentration polarisation, (b) permeate flux and (c) pressure drop 

for Us = 0.0029 ± 0.0029. 
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The effect of frequency on time-averaged concentration polarisation ( �̅̈� ),   

dimensionless permeate flux (𝑗̈)̅, and time-averaged pressure drop (∆�̈�) for Us = 0.0029 

± 0.0029 is shown in Figure 6.9. As can be seen in this figure, there are only marginal 

changes in �̅̈� , 𝑗̈ ̅, and ∆�̈�  as the frequency is varied. The increase in permeate flux 

relative to the case without electro-osmosis is between 0.48 % and 0.5 % for Fs values 

below 0.01 and remains at 0.5 % for frequencies above Fs = 0.01. This is because, as the 

slip velocity oscillates around the time-averaged value (as shown in Figure 6.4a), so do 

the flux and concentration polarisation, as shown in Figure 6.10. The positive and 

negative effects of slip velocity on permeate flux are of similar magnitude and almost 

cancel each other. Hence, the time-averaged mass transfer for an unsteady slip velocity 

is similar to the mass transfer resulting from a steady-state slip velocity equivalent to �̈�s.  

 

Figure 6.10: Changes in (a) concentration polarisation and (b) dimensionless flux in time for Fs =0.007. 
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In Figure 6.8, it is seen that the maximum wall shear (output) has a linear 

dependence on the amplitude of the slip velocity (input). This suggests that the system 

investigated in this chapter is linear. Therefore, linear system analysis, a well-developed 

field [150], could be adopted to gain insights into this system. In order to confirm 

whether the system is linear, it must obey certain rules. There are two basic tests of 

linearity, namely homogeneity and additivity.  

 

Figure 6.11: Effect of multiple frequency slip velocity, U
s (Fs

 = 0.014, 0.021, 0.029) on friction factor and 

flux. 
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Additivity states that the measured output response must be equal to the sum of 

the individual responses of all of the components of the input [150]. For 

hydrodynamics, the time-averaged wall shear should be equivalent to the wall shear 

resulting from the time-averaged slip velocity, because a constant slip velocity can be 

defined as the sum of two sinusoidal slip velocity time series of the same frequency and 

amplitude, each out of phase with the other by 180°. The time-averaged effect should 

hold, regardless of the waveform of the slip velocity, because the transient effect of slip 

velocity will always cancel out. Results of a simulation study shown in Figure 6.11 

confirm this effect. Figure 6.11a shows an unsteady slip velocity us input composed of 

oscillations at frequencies of 2, 3 and 5 Hz. The corresponding time-averaged wall shear 

is equivalent to the wall shear resulting from a steady-state slip velocity 𝑈�̈� as shown in 

Figure 6.11b. 

For mass transfer, the time-averaged concentration polarisation and permeate 

flux for an unsteady slip velocity us composed of oscillations at different frequencies 

(shown in Figure 6.11a) is equivalent to the results obtained from a steady-state slip 

velocity 𝑢�̈� as shown in Figure 6.11c. This analysis therefore confirms that the time-

averaged variables are the same, for the range of conditions investigated. Hence, the 

system passes the additivity test. 

Homogeneity states that when the amplitude of the input increases, the 

amplitude of the output must increase proportionally [150]. This test is shown for slip 

velocity and maximum wall shear in Figure 6.8. For mass transfer, Figure 6.12 shows 

that the amplitude of the slip velocity (input) and the amplitude of the solute 

concentration at the membrane surface (output) form a linear system. Thus, the results 

of Figure 6.8 and Figure 6.12 confirm that the EOF-friction factor and EOF-wall solute 

concentration systems are linear for the range of conditions investigated.  
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Figure 6.12: Effect of slip velocity amplitude on wall solute concentration. 

6.4.2 Comparison of results for different cases  

Table 6.3 summarises the comparison between the results for unsteady and 

either no EOF or steady EOF, in terms of maximum shear/friction factor along with 

maximum percentage change with time-averaged concentration polarisation, flux and 

pressure drop for the range of conditions simulated in this chapter. As shown in Figure 

6.6, the friction factor for steady-state EOF at �̈�s and Us,RMS are lower than for the case 

without EOF and, thus, a decrease in wall shear (−0.192 % and −0.235 % respectively) 

is observed. In contrast, as shown in Figure 6.7, unsteady EOF results in an increase of 

maximum friction factor (3.71 %) from no EOF. This means that, as shown in Figure 

6.6, unsteady EOF results in an even higher maximum wall stress compared to steady-

state EOF at 𝑈�̈�  or 𝑈𝑠,𝑅𝑀𝑆  (3.91 % or 3.95 % respectively). Given that the maximum 
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shear stress is proportional to the maximum friction factor (equation 3.21) and a higher 

shear stress reduces the effect of fouling, this represents an advantage for unsteady EOF 

over steady EOF in terms of fouling reduction.   

For pressure drop, as shown in Figure 6.9, unsteady EOF results in a decrease in 

pressure drop (−0.2 %) compared to no EOF. Figure 6.9 also shows that unsteady slip 

velocity results in similar time-averaged pressure drop to steady-state EOF at 𝑈�̈� or a 

marginally higher time-averaged pressure drop (0.05 %) than steady-state EOF at 

Us,RMS. For mass transfer, the time-averaged permeate flux for the unsteady slip case is 

marginally larger (0.51 %) than for the no-EOF case. Further, time-averaged permeate 

flux for the unsteady slip velocity is similar to permeate flux obtained for steady-state 

EOF at 𝑈�̈�, or marginally lower (−0.13 %) than permeate flux obtained for steady-state 

EOF at Us,RMS. Although the time-averaged effects of unsteady uniform EOF on mass 

transfer are not significant, there are still benefits in terms of fouling reduction/removal 

as larger frequency and amplitude of slip velocity increase the maximum wall stress 

with a negligible change in pressure drop.  

Table 6.3: Summary of the effect of uniform sinusoidal electro-osmotic flow perturbations and 

comparison against steady-state with the maximum percentage change for the range of conditions 

simulated in this chapter. 

Variable, 𝜙 

 

Comparison of effect of 

unsteady (Uus) against 

no EOF (UNS) 

Comparison of effect of 

unsteady (Uus) against 

time-averaged (𝑼𝒔
̈ ) 

Comparison of effect of 

unsteady (Uus) against steady 

RMS (𝑼𝒔,𝑹𝑴𝑺) 

E
ff

ec
t 

o
n

 p
a

ra
m

et
er

 𝜏 (as 𝑓) 
�̅̂�𝑼𝒖𝒔

> �̅�𝑼𝑵𝑺
 

(3.71%) 

�̅̂�𝑼𝒖𝒔
> �̅�𝑼𝒔̈

  

(3.91 %) 

�̅̂�𝑼𝒖𝒔
> �̅�𝑈𝑠,𝑅𝑀𝑆

  

(3.95 %) 

𝛾 
�̅̈�𝑼𝒖𝒔

< �̅�𝑼𝑵𝑺
 

(−3.97×10
−4

 %) 
�̅̈�𝑼𝒖𝒔

= �̅� 𝑼𝒔̈
 

�̅̈�𝑼𝒖𝒔
> �̅�𝑈𝑠,𝑅𝑀𝑆

  

(0.01 %) 

𝐽/𝐽𝑝𝑢𝑟𝑒 
�̅̈�𝑼𝒖𝒔

> �̅�𝑼𝑵𝑺
 

(0.51 %) 
�̅̈�𝑼𝒖𝒔

= �̅� 𝑼𝒔̈
 

�̅̈�𝑼𝒖𝒔
< �̅�𝑈𝑠,𝑅𝑀𝑆

  

(−0.13 %) 

∆P 
�̈�𝑼𝒖𝒔

< 𝜙𝑼𝑵𝑺
 

(−0.2 %) 
�̈�𝑼𝒖𝒔

= 𝜙�̈�𝒔
 

�̈�𝑼𝒖𝒔
> 𝜙𝑈𝑠,𝑅𝑀𝑆

  

(0.05 %) 
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6.5 Conclusions 

This chapter investigates the mechanisms by which the wall shear and mass 

transfer are influenced by an oscillating electro-osmotic flow disturbance in an 

unobstructed empty 2D membrane channel with permeation, under sinusoidal variations 

of the slip velocity. The cases considered involve a spatially-uniform electro-osmotic 

forced slip velocity along the membrane surface. The simulated hydrodynamics results 

are validated against a reduced order model (ROM) and the effect of frequency on the 

perturbation velocity u is in excellent agreement.  

When comparing the effectiveness of electro-osmosis between steady and unsteady 

EOF in terms of same perturbation kinetic energy, it was found that the steady slip 

velocity shows similar or higher time-averaged permeate flux but lower wall stress than 

the unsteady slip velocity case. Although the friction factor, solute concentration and 

permeate flux vary as the slip velocity varies in time, the effects are nullified within the 

oscillation period, leading to a negligible effect when compared to the case with a 

steady-state slip velocity equivalent to the time-average of the unsteady slip velocity. 

Therefore, the sinusoidal time oscillation of slip velocity does not lead to any time-

averaged mass transfer enhancement.  

Nevertheless, there are still advantages in using unsteady EOF in the context of 

fouling reduction/prevention. This is because as slip velocity frequency and amplitude 

increase, so does the maximum wall stress. Meanwhile, there is a negligible change in 

time-averaged pressure drop. This effect is markedly different to the case with steady-

state slip velocity.  

This chapter is the first study of the effect of unsteady EOF on maximum wall 

shear stress (a proxy for fouling reduction). Greater maximum wall shear stress and/or 

mass transfer may be possible due to the interactions between unsteady electro-osmotic 
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flow perturbations and the perturbations induced by spacers. Some results of such 

investigation are presented in Chapter 7. 
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Chapter 7 

 

CFD modelling of electro-osmotic permeate flux 

enhancement in spacer-filled membrane channels 

 

7.1  Introduction 

Previous work has shown that the flow inside membrane channels is greatly 

influenced by spacer geometry [35]. Feed spacers can be oriented such that high cross 

flow velocities or secondary flow patterns (i.e. recirculation and vortex shedding) form 

in order to generate stronger scouring forces along the membrane surface and enhance 

back-mixing from the membrane surface to the bulk of the feed flow [35]. It should be 

noted that the appearance of recirculation or vortex shedding implies the existence of a 

non-zero velocity component normal to the membrane surface (v-velocity). In addition, 

mass transfer enhancement can occur through the synergy between convection and mass 

transport if the v-velocity and the concentration gradient are aligned [151]. This 

highlights the significance of v-velocity in terms of vortex shedding and mass transfer 

enhancement. 

 At low values of the Reynolds number in the membrane channel, viscous forces 

are relatively more important than inertial forces, and therefore flow oscillations such as 

those that lead to vortex shedding are damped by the viscosity. The energy in the 

oscillations is dissipated and their amplitude is reduced if the viscous action is strong 

enough. Thus, it is not possible for oscillations to grow and sustain themselves, and 

hence vortex shedding does not occur at low Reynolds numbers [70]. This is referred to 

as an overdamped state. On the other hand, at larger values of the Reynolds number 
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damping of oscillations by viscosity is less effective because inertial forces dominate, so 

that disturbances can perpetuate and vortex shedding occurs. Oscillations can grow if 

the input excitation frequency is in the range for which the system can experience 

resonance [152]. Under such conditions, mass transfer is greatly enhanced because the 

unsteady effects (particularly vortex shedding) lead to boundary layer renewal [23].  

Despite numerous studies into spacer geometry and its effect on mass transfer, 

only a handful of researchers have investigated the use of spacers combined with other 

techniques to enhance mixing such as, for example, electrokinetic methods [50]. To the 

best of our knowledge, there is no study on the integration of the electro-osmotic flow 

and spacer mixing to enhance mass transfer in membrane systems. 

Although EOF has been shown to have the potential to improve mass transfer, 

further mass transfer enhancement may be possible through the interactions between 

electro-osmotic mixing and the mixing caused by feed channel spacers. This is because 

electro-osmotic perturbations have the potential to decrease the Reynolds number at 

which unsteady flow and vortex shedding occur. Those interactions are the focus of this 

chapter. 

7.2 Problem description, assumptions and methods 

7.2.1 Model description 

The unsteady-state continuity, momentum and mass transfer equations are 

solved using commercial CFD software (ANSYS CFX-15.0). The channel and electrode 

geometry is shown in Figure 7.1. Long entrance and exit regions are included at each 

end of the membrane channel to ensure the flow solution is not influenced by the inlet 

and outlet boundary conditions [23]. Preliminary studies show that the channel must be 

long enough for the flow to become fully developed for multi-spacer channels and this 

is usually achieved after five to six spacers [70]. For this reason, the simulation is 
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performed with 10 spacers. The electrode geometry illustrated consists of two flat-plate 

electrodes placed at each end of the channel and perpendicular to the bulk flow 

direction. This electrode geometry leads to spatially uniform slip velocity because the 

electric field magnitude is constant along the length of the membrane wall. Positive slip 

velocity is obtained when the slip velocity is in the same direction as the bulk flow. 

Conversely, negative slip velocity is obtained when the slip velocity is in the opposite 

direction to the bulk flow.  

 

Figure 7.1: Schematic of fluid domain indicating boundary locations. 

Each set of two successive spacers comprises a “unit cell”, as depicted in Figure 

7.2. This pattern is repeated five times in the computational fluid domain. A basic 

zigzag spacer arrangement with df/hch = 0.6 and lm/hch = 4 is used, as this presents the 

most similarities to spacers used in real membrane modules, and has been found to 

perform better than other geometries in terms of mass transfer and pressure loss [22]. 

The unit cell comprising of 7
th

 and 8
th

 spacer filaments is chosen for more detailed 

analysis of concentration, velocity and permeate flux as it is representative of a spatially 
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periodic channel, where the influence of the channel inlet and outlet on flow is 

negligible.  

 

Figure 7.2: Geometry of the spacer unit cell. 

7.2.1.1 Boundary conditions 

The conditions at the boundaries of the fluid domain are set following the 

approach in Table 3.3. In order to introduce transient perturbations, a time-varying 

electro-osmotic flow (EOF) disturbance is incorporated as a sinusoidal slip velocity, 

which can be expressed as follows [135]: 

 𝑢𝑠,𝑡 = 𝑢𝑠,𝐴sin (2𝜋𝑓𝑠𝑡)     (7.1) 

where t is time, fs is the oscillation frequency and 𝑢𝑠,𝐴 is the slip velocity amplitude.  

7.2.1.2 Assumptions and cases 

An adaptive time step is used throughout the simulations with a minimum time 

step of 10
-10

 s and a maximum Courant number of 1. The fluid domain is discretised 

using a mesh with a Grid Convergence Index (GCI) below 5 % for both mass transfer 

and permeate flux. The reference conditions for the simulations are based on typical RO 

conditions, and are presented in Table 7.1. 
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Table 7.1: Parameters used for uniform electric field case study. 

Parameter Value 

Feed channel height (hch) 3 mm 

Entrance length (Lin) 36 mm 

Exit length (Lout) 72 mm 

Membrane Length (Lm) 120 mm 

Diffusivity coefficient (D) 1.67×10
-9

 m
2
/s 

Intrinsic rejection (R) 99.6 % 

Membrane permeability (Lp) 3.9×10
-11

 m s
-1

 Pa
-1

 

Reflection coefficient () 1 

Osmotic pressure coefficient () 80.51 MPa 

Inlet Transmembrane Pressure (ptm) 2.94 MPa 

Electro-osmotic slip velocity amplitude (us,A) 5 × 10
-4

 m/s 

  

The calculations carried out for this chapter required more than 50,000 time 

steps in order for the flow and mass transfer to converge. This leads to large 

computational times (of the order of 100 hours) and memory (just under 14 GB) for 

each simulation on a HP BL685c G7 computer node comprised of four AMD 6174 12-

core  processors running at 2.2 GHz.  

7.2.2 Methodology of analysis of results 

Frequency response analysis based on Fourier decomposition is used extensively 

to analyse the behaviour of systems [153, 154]. This approach uses a pulse test with the 

slip velocity input, us,pulse which is given by: 

 𝑢𝑠,𝑝𝑢𝑙𝑠𝑒 = (−
𝜀𝑒𝜁𝐸𝑥

𝜇
) [

1

2
(1 − cos (

2𝜋𝑡

𝑡𝜔
))]   (7.2) 

where 

 𝑡𝜔 =
4

𝜋𝜆
     (7.3) 

Frequency response is the quantitative measure of the output spectrum of a 

system in response to a stimulus, and is used to obtain the frequency with the largest 

gain (peak frequency). The frequency response is obtained by comparing the Fourier 
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transform of the input and output of the system. In this chapter, the input and output 

correspond to the slip velocity pulse and the deviation v-velocity (the difference in v-

velocity between the cases with and without EOF) respectively. The gain obtained from 

the frequency response analysis is equal to the ratio of the absolute value of the Fourier 

transform of the output to that of the input. However, frequency response analysis 

assumes that the system under consideration is linear. Nevertheless, for mildly non-

linear systems frequency response can be used as a first approximation to obtain the 

peak frequency [146].  

In this chapter, the peak frequency approximation obtained from frequency 

response is referred to as Fpl. In addition, a frequency range (Fpeak range) around Fpl is 

studied, with lower and upper limits defined as half Fpl and 1.5 times Fpl. Although the 

actual peak frequency (Fpeak) value for mass transfer enhancement, maximum wall shear 

stress and turbulent kinetic energy equivalent may not be the same as Fpl due to the 

nonlinearity of the system, Fpeak is expected to be within the frequency range studied.  

7.3  Validation 

Model validation is one of the most important steps in any simulation study. 

However, there are no experimental data for electro-osmosis in spacer-filled channel 

reported in the literature. Although a significant number of experimental studies are 

available in the literature [131-133, 155, 156] for the case without EOF, the spacer 

geometry in those papers are very different to the case investigated in this chapter, such 

that a direct validation against experimental data is not possible. There is, however, 

numerical data reported in the literature that that can be used for validation in terms of 

friction factor and mass transfer [38]. It has been shown that permeation has a small 

effect on wall shear [35], and hence wall shear data for the case without permeation can 

be used for comparison against the case with permeation. For the Reynolds number 
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range of 375 to 536, it is found that the Fanning friction under similar spacer geometry 

and flow conditions as the case without permeation has a maximum relative error below 

10 % [38]. The discrepancy is related to the decrease in friction factor due to the 

permeation effect in this chapter. In addition, at steady-state, the exponent for the 

Reynolds number dependence of the Sherwood number in our simulation results is 0.62. 

This agrees with the results of Da Costa [157] and Fimbres-Weihs and Wiley [23], who 

found values for the exponent in the range of 0.4 to 0.6 for Reynolds numbers below 

100 and 0.605 for Reynolds number below 526 respectively. Under unsteady-state 

conditions, the exponent increased to 0.84, which is similar to the experimental data of 

Shock and Miquel [40] and Fimbres-Weihs and Wiley [23], who found the value for the 

Reynolds number exponent of 0.875 and 0.92 respectively.  

7.4  Results and discussion 

7.4.1 Steady-state EOF 

The effect of steady slip velocity on velocity and solute concentration profile is 

shown in Figure 7.3. A positive slip velocity (us > 0) transports fluid down the channel, 

causing more solute to accumulate and the concentration to increase at the upstream 

corner between the spacer and the membrane, compared to the case without electro-

osmosis (us = 0). On the other hand, at the downstream corner between the spacer and 

the membrane, there is less solute concentration compared to case without electro-

osmosis because of the enhanced convective transport down the channel. The opposite 

behaviour is observed for the case with negative EOF (lower and higher solute 

concentrations at the upstream and downstream corners respectively).      
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Figure 7.3: Effect of steady slip velocity on solute concentration profile for Re 408 between the 7
th

 and 9
th

 spacers; (a) us = 0 (b) us = 500 μm/s (c) us = −500 μm/s. The red 

circles identify the regions of accumulated solute concentration between the spacer and the membrane.



133 

 

 

Figure 7.4: (a) Local solute concentration gradient in the x-direction (∂ω/∂x) for unit cell comprised of the 

7
th

 and 8
th

 spacers without electro-osmosis. Mass transfer enhancement factor, Ф for (b) steady positive 

and (c) steady negative slip velocity. 

Figure 7.4 shows that for locations where ∂ω/∂x > 0, a positive slip velocity 

results in increased electro-osmotic enhancement (Ф) while a negative slip velocity 

results in negative Ф, and therefore a decrease in mass transfer. The opposite behaviour 

is obtained for the locations where ∂ω/∂x < 0. These results are consistent with previous 

findings [126] in Chapter 5, that a positive slip velocity in the direction of the bulk flow 

for empty channels (where ∂ω/∂x at all locations) results in an increase in mass transfer. 

Figure 7.4 also shows that the change in permeate flux due to uniform and 

steady negative or positive slip velocity (not changing in time or spatially) relative to 

the case without electro-osmosis is small, except for locations close to the spacer. The 
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average values for flux enhancement are 2.3 % and −1.29 % due to negative and 

positive slip velocity values respectively for this unit cell (7
th

 and 8
th

 spacer). This is 

because, for the case without EOF, the area average of ∂ω/∂x for this unit cell is 

negative. Hence, a negative slip velocity leads to an increased overall permeate flux 

enhancement.  

The effectiveness of mass transfer enhancement in the spacer-filled channel is 

compared against the case for an empty channel at the same hydraulic Reynolds number 

and slip velocity magnitude. The flux enhancements due to positive and negative slip 

velocity for an empty channel are 0.51 % and -0.51 % respectively. These results show 

that mass transfer enhancement is greater for the spacer-filled channel than for the 

empty channel. 

7.4.2 Unsteady-state EOF  

A slip velocity pulse test is performed everywhere within the membrane region 

for Reynolds numbers 11, 408, 536 and 1,000 and the corresponding v-velocity is 

monitored downstream of spacer 8 at location ‘A’ as shown in Figure 7.5. At Re 11, the 

response in deviation v-velocity originates when the input occurs and decays as time 

progresses. The decay of the response is due to viscous friction at the wall. For Re 408 

after a pulse in slip velocity is introduced, the v-velocity oscillates with a larger 

amplitude than for Re 11, and then decays with time. Figure 7.5 also shows that the 

amplitude of v-velocity for Re 408 is at least 100 times larger than the case for Re 11, 

because inertial effects for Re 408 are greater.  
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Figure 7.5: Pulse slip velocity and its corresponding v-velocity at location ‘A’ in the channel for Re 11, 

408, 536 and 1000. 
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For an even higher Reynolds number of Re 536, v-velocity is oscillating in time 

prior to the introduction of the pulse. This is because at this Reynolds number, increased 

inertial effects cause the spacers to perturb the flow and produce a typical vortex 

shedding pattern. Prior to the pulse in slip velocity for Re 536, the amplitude of v-

velocity is about twice as large as for Re 408 with a pulse in slip velocity. After the 

pulse is introduced, the maximum value of v-velocity for Re 536 is at least twice as 

large as for Re 408. For Re 1,000, as was the case for Re 536, the v-velocity oscillates 

before the EOF pulse, but with an amplitude approximately 10 times larger than for Re 

408. After the pulse in slip velocity at Re 1,000, however, there appears to be no 

significant change in the amplitude of v-velocity. This data shows that the slip velocity 

can amplify the v-velocity but only within a certain Reynolds number range. 

Figure 7.6 shows the frequency response results from the pulse tests. For Re 11, 

larger gains are found as the slip velocity frequency is decreased and no maximum is 

observed, hence suggesting that the system behaves as an overdamped system. For Re 

408, 536 and 1,000, on the other hand, there is a peak frequency (Fpl) centred around 

0.87, 1 and 0.41 respectively as indicated in Figure 7.6. The frequency ranges (Fpeak 

ranges) around the Fpl that are used to investigate the effect of forced slip velocity 

frequency on velocity and solute concentration profile are summarised in Table 7.2. 

Further, Table 7.2 also shows that the peak frequencies (Fpeak) for mass transfer 

enhancement, maximum wall shear stress and turbulent kinetic energy equivalent (see 

Figure 7.7) are within the Fpeak ranges investigated, hence validating the use of 

frequency response analysis as a tool to determine the approximate range of Fpeak.   
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Figure 7.6: Frequency response of v-velocity at location ‘A’ to a pulse in slip velocity for (a) Re 11 (b) Re 

408 (c) Re 536 (d) Re 1000. 
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Table 7.2: Results of peak frequency and ranges for different Reynolds numbers. 

Reynolds number Peak frequency (Fpl) 

 

Fpeak range  Fpeak 

11 N/A < 1.36 N/A 

408 0.87 0.44 – 1.31 0.67 

536 1 0.5 – 1.5 0.76 

1,000 0.41 0.21 – 0.62 N/A 

As shown in Figure 7.7, the electro-osmotic mass transfer enhancement (Φ̃̈) is 

greater for Re 408 and 536 (at Fpeak of 0.67 and 0.76) than for the cases at Re 11 and 

1,000. Given that without EOF the flow transitions from steady to unsteady at a Re 

between 408 and 536 (as evidenced by Figure 7.5 prior to the slip velocity pulse), this 

indicates that EOF is most effective for Reynolds numbers near this transition. The Fpeak 

values for Φ̃̈ match the Fpeak values for flux and maximum wall stress. These Fpeak 

values correspond to the resonant frequency because maximum values in turbulent 

kinetic energy equivalent (and hence, amplitude of v-velocity) are also observed at those 

frequencies. The corresponding increases in flux and recovery rate due to EOF at the 

Fpeak value for Re 408 and 536 are 17 % and 21 % respectively.  In terms of fouling 

reduction/removal, the corresponding increases in maximum wall stress due to EOF for 

Re 408 and 536 are 137 % and 116 % respectively, which indicates the potential of EOF 

to minimise the onset of fouling. At Fpeak, it can be seen that EOF can induce vortex 

shedding for a flow regime without vortex shedding (Figure 7.8), or it can induce 

stronger vortex shedding for a flow regime that already presented vortex shedding 

(Figure 7.9). Figure 7.8 shows that when there is vortex shedding, the solute 

concentration is better mixed. Further, Figure 7.8 and Figure 7.9 show that above or 

below frequencies, vortex shedding is not enhanced. The reader is referred to the video 
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provided with this thesis which shows the animated flow and solute concentration 

patterns.  

 

Figure 7.7: Effect of dimensionless frequency on (a) EOF mass transfer enhancement, (b) permeate flux, 

(c) turbulent kinetic energy equivalent measured at location ‘A’ and (d) maximum shear stress for 

Reynolds number of 11, 408, 536 and 1000. 
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Figure 7.8: Effect of slip velocity frequency on velocity and solute concentration from spacer 7 to 9 for Re 408. 
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Figure 7.9: Effect of slip velocity frequency on velocity and solute concentration from spacer 7 to 9 for Re 536. 
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Figure 7.10: Effect of Pn with and without EOF on dimensionless permeate flux.  

 As seen in Figure 7.10, at the same permeate flux, EOF results in a significantly 

lower Power number (a proxy for pumping energy) of about 35.7 % and 36 % than the 

case without EOF. At the same Reynolds number, the increase in flux due to EOF is 

accompanied by an increase in Power number of about 5.9 % (Re 408) and 44.4 % (Re 

536). This is expected, as the occurrence of vortex shedding or stronger vortex shedding 

can lead to an increase in Fanning friction factor, hence resulting in an increase in 

Power number. Figure 10 also reveals that at the same pumping power (Pn= 1.4 × 10
7
 

and 3.6 × 10
7
), the flux with EOF is larger (15.6 % and 12.5 % respectively) than 

without EOF.  
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7.5  Conclusion 

The results presented in this chapter show that electro-osmotic flow (EOF) next 

to the membrane wall produces a larger mass transfer enhancement in spacer-filled 

channel than in empty channels. For the steady state, it is shown that uniform slip 

velocity reduces the development of stagnant and high concentration regions near 

spacer filaments when the slip velocity direction is away from the spacer. For the 

unsteady state, the results show that a spatially uniform and time-varying EOF has 

significant potential to improve mass transfer by up to 21 %, even at low slip velocity 

value. In addition, EOF induced vortex shedding increases wall shear stress by about 

137 % along the membrane, thus potentially slowing the onset of fouling. The 

simulation results also shows that at the same permeate flux, EOF results in a 

significantly lower Power number (a proxy for pumping energy) by about 36 %, than 

the case without EOF. 

The electrode configuration considered in this chapter is two flat-plate electrodes at 

each end of the channel and perpendicular to the bulk flow direction. This means that 

the external electric field can be applied outside the membrane channel, thus not 

requiring any modification to the spiral wound membrane module. The data presented 

in this chapter shows that EOF mass transfer enhancement is significant when a 

resonant frequency of EOF is applied. Nevertheless, the conditions simulated in this 

study and the resulting mass transfer enhancement observed may not be optimal, since 

this chapter is the first study of EOF mass transfer enhancement in spacer-filled 

channels. Because of the non-linear nature of the mass transfer system, greater mass 

transfer enhancement may be possible with other input signal waveforms than the case 

considered in this chapter.  
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Chapter 8 

 

Conclusions 

 

While the permeability of RO membranes has been continuously increasing over 

the past decades, within the next 10 years they will probably reach the limit at which the 

constraints of fluid mechanics and membrane module engineering prevent further flux 

increases [158]. This underlines the need for new strategies to increase permeate flux 

rather than continuing to improve permeability. Boundary layer renewal could be one 

focus, because it can promote mixing that can help reduce CP, which ultimately 

increases flux.  

EOF is proposed in this thesis as a boundary layer renewal technique because it 

can result in a disruption of the concentration boundary layer through the movement of 

a thin layer of fluid in the vicinity of the membrane surface. Thus, the work presented in 

this thesis studies the hydrodynamics and mass transfer behaviour of unobstructed and 

obstructed membrane channels under the influence of EOF. The understanding of flow 

patterns, mass transfer and pressure drop due to EOF in unobstructed and obstructed 

membrane channels developed in this thesis may lead to the development of improved 

operation modes for SWM modules. 

Computational Fluid Dynamics (CFD), a proven tool for the systematic study of 

hydrodynamic and mass transport phenomena, is used in this thesis to gain insights into 

the effects of EOF on mass transfer at the local level, something that cannot be achieved 

using current experimental approaches. CFD offers the flexibility to parametrically vary 

operating conditions, fluid and membrane properties. For instance, the fluid velocity, 
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solute diffusivity and inlet solute concentration can be set to constant values for the 

simulation, thus not requiring any control of these variables.  

As the first step for investigating the effects of EOF in membrane systems 

(Chapter 4), a mathematical simplification for a more rigorous EOF model was 

developed. This simplification reduces the computational time and resources required, 

while retaining the accuracy and physical meaning of the rigorous model. One of the 

key issues associated with numerical simulation of EOF is the high computational effort 

required to solve the Poisson and Navier-Stokes equations at the scale of the electrical 

double layer (10
−9

 m) when considering the dimensions of a typical membrane channel 

(10
−3

 m). This requires very fine spatial discretisation near the wall in order to capture 

the velocity profile caused by EOF. The simplification used for the numerical 

simulation of EOF involves adopting the Helmholtz-Smoluchowski (HS) slip velocity. 

The HS slip velocity only takes into account the electric field in the x-direction (Ex), and 

not the normal component. Comparison of the effect of the normal component of the 

electric field (Ey) on the flow field from the more rigorous charge density (CD) solution 

against the solution using the HS approximation showed that the effect of Ey is minimal. 

Greater agreement between the CD solution and the HS approximation was found at 

higher bulk solute mass fractions, such as those typically found on the membrane 

surface in RO systems. This therefore demonstrates the suitability of using the HS slip 

velocity as an approximation in a RO desalination system, and is used in the rest of the 

thesis. 

The dynamic components describing membrane fouling form a very complex 

system due to the interactions between membrane properties, solution composition and 

operating conditions. Although fouling was not modelled in this thesis, several 

indicators for mass transfer enhancement and fouling reduction due to EOF are 
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proposed. It has been shown elsewhere that during pulsatile flow [122-124], a high-

amplitude shear may lead to a reduced fouling layer. Maximum wall shear was therefore 

used as proxy measure for long term fouling reduction.  

Further, Chapter 5 proposes the use of a mass transfer enhancement factor (Ф) to 

quantify how far the system is from the “fully mixed” state using the electro-osmotic 

mass transfer enhancement (EOMTE) approach. This indicator is a simple and 

meaningful measure of membrane system performance that can also be used for 

assessing other mass transfer enhancement strategies, e.g. different spacer approaches. 

A positive value of Ф represents the case where electro-osmosis causes an increase in 

mass transfer and hence an increase in flux. Conversely, a negative value of Ф means 

that there is less mass transfer with EOF than without it, such that there is a decrease in 

flux.  

In order to more completely analyse the effect of EOF on membrane system 

performance, changes in other key variables are also quantified. Fluid mixing is thus 

used as a first-pass indicator for a reduction in concentration polarisation, which should 

ultimately increase permeate flux. In Chapter 7, turbulent kinetic energy equivalent is 

proposed as a mixing measure for flows with time-varying eddies and recirculation 

regions in spacer-filled channels. The turbulent kinetic energy equivalent in the y-

direction (ky) is used due to the significance of v-velocity in promoting vortex shedding 

and mass transfer enhancement. Chapter 7 found that the slip velocity frequency with 

highest ky presents the maximum permeate flux for a Reynolds number near the 

transition from steady to unsteady flow. Thus, ky may be used to predict optimal mixing 

in spacer-filled channels. The main advantage of using ky is that it is purely based on 

hydrodynamics, and does not require the time-consuming calculation of mass transfer in 

CFD models.  
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Apart from establishing measures for mass transfer enhancement and fouling 

reduction, this thesis also uses these measures to analyse different aspects of EOF and 

its potential effect on these two factors. Chapter 5 investigated the effect of steady 

electro-osmosis on permeate flux enhancement in an unobstructed membrane channel. 

Two types of electrode configurations were considered: (1) parallel and perpendicular to 

the bulk flow, and (2) adjacent to the membrane surface. The first electrode 

configuration results in uniform slip velocity because the electric field magnitude is the 

same everywhere within the membrane channel. For this configuration, it was found 

that a slip velocity in the direction of the bulk flow results in a flux increase, while a slip 

velocity in the opposite direction results in flux decline. The second electrode 

configuration results in a spatially varying slip velocity (non-uniform slip velocity) 

which causes greater flux enhancement than the case with the first electrode 

configuration. The mass transfer enhancement indicator (Ф) showed that under steady-

state, electro-osmosis is more effective in enhancing flux for systems that originally 

present a higher level of concentration polarisation; i.e. systems at low Reynolds 

number and/or high Schmidt number. The data suggested that for seawater RO, EOMTE 

is more effective as the permeability of the membrane is increased, and reaches a peak 

in the permeability range of brackish water RO membranes. The data also revealed 

better electro-osmotic enhancement for membranes with lower intrinsic rejection, which 

might be particularly suited for ultra-osmosis. 

Chapter 6 extends the preceding chapter and focuses on analysing and 

identifying the mechanisms that lead to changes in shear rate under uniform unsteady 

EOF in an unobstructed channel. The effect of such changes in shear rate on local and 

overall membrane performance was measured in terms of flux and maximum wall shear 

stress (as a proxy for fouling reduction). It was found that the dependencies of solute 
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concentration amplitude and maximum wall stress on slip velocity amplitude are linear, 

both in terms of homogeneity and additivity. This implies that time-averaged 

hydrodynamics and mass transfer do not vary significantly regardless of changes in the 

frequency and amplitude of the slip velocity, because the effect is cancelled within the 

time oscillation period. Nevertheless, there are clear advantages for this type of 

perturbation, as larger slip velocity frequency and amplitude increase the maximum wall 

stress while having only a marginal effect on pressure drop.  

Spacers are another way of enhancing mixing in membrane channels. One of the 

negative effects associated with the presence of spacers is the stagnant flow in the 

region near the spacer filament, which leads to an accumulation of solute concentration 

between the spacer and the membrane. In Chapter 7, it was shown that uniform steady 

slip velocity in the direction away from the spacer can assist the bulk flow in reaching 

the stagnant flow region and, hence, reduce the development of high-concentration 

regions near the spacer filaments. This reveals the importance of electrode location, 

because it can affect the magnitude and direction of the slip velocity and, hence, affect 

mass transfer enhancement. The work presented in this thesis has not studied the 

interaction between electrode location (and hence slip velocity location), 

hydrodynamics and mass transfer enhancement in spacer-filled channels. Those 

interactions should be investigated in the future.  

It is generally agreed that the interactions between hydrodynamics, mass transfer 

and pressure drop are complex. However, to the author’s knowledge, this thesis is a first 

study into the synergies of EOF and spacer filaments. A uniform unsteady slip velocity 

in Chapter 7 is shown to induce vortex shedding for Reynolds numbers near the 

transition from steady to unsteady flow, especially when a resonant frequency is 

employed. EOF induced vortex shedding increases wall shear stress up by about 137 % 
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along the membrane, thus hindering the onset of fouling. Further, EOF results in an 

increase of permeate flux of up to 21 %. The data also revealed that, at the same 

permeate flux, EOF requires significantly lower pumping power (about 36 %) than the 

case without EOF. As might be expected, these performance increases were only 

observed at or near the resonant frequency of the spacer filled channel, and lower or no 

performance increase was observed for EOF frequencies outside an “optimal” range. 

This result is significant, given that current membrane research focuses on increased 

productivity and reduced energy consumption, as current desalination technologies still 

require large capital investments and incur high energy costs [10]. Chapter 7 only 

focuses on the effect of uniform steady and unsteady slip velocity on membrane overall 

performance. It does not investigate the use of a non-uniform unsteady slip velocity. 

This could be the focus of a future study because a mass transfer enhancement up to 

10 % is observed for the case of non-uniform EOF without spacers. Therefore, the 

synergy between non-uniform EOF and spacers may result in greater mass transfer 

enhancement than was observed for uniform unsteady EOF and spacers. 

The combined results of this thesis cover the effects of spatial and temporal 

variations in slip velocity on membrane system performance. For spatially uniform 

steady slip velocity in an empty channel, the effect on mass transfer enhancement is 

relatively small. A larger effect on mass transfer is observed with a spatially non-

uniform steady slip velocity, due to boundary layer renewal with low concentration bulk 

fluid. This renewal is caused by the spatial variation of slip velocity, which leads to 

flow perpendicular to the membrane surface. In terms of pressure losses, the change in 

friction factor relative to the case without electro-osmosis is quite similar whether the 

slip velocity is uniform or non-uniform, as long as the area-averaged slip velocity is the 

same. 
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For spatially uniform unsteady slip velocity in an empty channel, the time-

averaged mass transfer enhancement does not vary significantly with frequency and 

amplitude but there are still benefits in terms of fouling reduction. However, if there are 

flow obstructions in the channel, there is a resonant frequency that can induce vortex 

shedding, which significantly increases mass transfer. The main feature distinguishing 

the empty and the spacer-filled channel cases without EOF is the presence of a v-

velocity in the latter case due to the continuity. Given the importance of v-velocity for 

mass transfer enhancement, this means there is significant potential to increase mass 

transfer using EOF, especially when vortex shedding is induced or strengthened.  

To gain further insights into the dynamic behaviour of the system, it is useful to 

understand whether a time-varying system is linear or nonlinear. This is because, if the 

system is linear, the time-averaged behaviour of a dynamically perturbed system will be 

the same as the behaviour resulting from a steady perturbation equivalent to the time-

average of the unsteady perturbation. A linear system also implies that any design of 

input waveform consisting of several frequency components (i.e. square, triangle, 

sawtooth) is unnecessary because only the time-averaged value has an impact, and not 

the waveform. In Chapter 6, it was found that the system without obstruction is linear. 

However, a system with obstructions (spacers) is not completely linear due to the wall-

normal convection term caused by the interactions between the flow and the spacers. 

Given the non-linear nature of the mass transfer system, there is still a knowledge gap in 

understanding the effect of an input that consists of several frequency components for 

spacer-filled channels with EOF. Those effects could result in greater mass transfer 

enhancement and, thus, should be studied in the future.   

Given that the permeability of currently available membranes is several times 

larger than those reported half a century ago, the effect of concentration polarisation on 
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system performance has also become more significant than in the past. Although it was 

found in Chapter 5 that EOF is most effective in the permeability range of brackish 

water RO membranes, those results are based on steady-state conditions. The effect of 

unsteady-state slip velocity on permeate flux enhancement for large permeability 

membranes in spacer-filled channels has not yet explored. This is vital for future studies 

because large membrane permeability may affect the v-velocity at the membrane 

surface and hence affect the resonant frequency. 

Future work should consider extending the results of this thesis to 3D 

geometries, which are more representative of real-world membrane systems [35]. Three-

dimensional (3D) calculations would require a fine grid for the third dimension, further 

increasing the computational load requirement, above those of the 2D simulations 

completed in this thesis. Such studies should analyse the mechanisms that give rise to 

mass transfer enhancement in 3D flow. The insights into the effect of those flow 

conditions due to slip velocity are crucial for membrane unit design and optimisation. 

Despite the good agreement between the CFD model and available published 

data, it was not possible to validate all of the simulation results. Recent improvements in 

Micro Particle Image Velocimetry (microPIV) mean that it might be useful for 

evaluating the resonant frequency for EOF that clearly induces vortex shedding and 

hence increases flux. MicroPIV is a suitable technology, as it can be used to measure 

spatial velocity profiles at sub-micron resolutions that could be compared to data 

obtained from CFD simulations [159]. The availability of new confocal microscopes 

that can measure at the nanometre scale [160], may provide another means of obtaining 

data for comparison with CFD simulations.  

In conclusion, the CFD simulations in this thesis have provided key insights into 

the mechanisms of steady and unsteady electro-osmotic mass transfer enhancement in 
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obstructed and unobstructed membrane channels. The results presented have 

demonstrated the significance of vortex shedding induced by the synergy between 

electro-osmotic disturbances and spacer design for enhancing mixing and mass transfer. 

With the ongoing development of corrosion resistant yet inexpensive electrodes, the 

design of the next generation of membranes could have electrodes built-in near the 

membrane surface, with the ability to generate mixing closer to the wall. This would 

provide the opportunity to improve mass transfer and enhance membrane performance 

through electro-osmotic flow.  
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Appendix 

 

 File name: YYLiang_Thesis.pdf 

Content: pdf version of the thesis 

Instructions:  Open in Adobe Reader version 

 File name: YYLiang_Chapter7.pptx 

Content: power point presentation with embedded video of vortex shedding 

related to Figure 7.8 and Figure 7.9. 

In Figure 7.8, only the video for Fs = 0.67 is unsteady-state whereas the others 

are steady-state. 

In Figure 7.9, all the videos are unsteady-state.  

Instructions: Open in Microsoft Powerpoint. 

Requires MP4 codec to be installed. 

There are 8 videos embedded on each slide. To play the videos, start the slide 

show. 

 

 


