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ABSTRACT 

 

Computer has become a vital part in humans’ lives as it has become difficult to work without a 
computer. Hence, this project presents a mechanism of hand detection for computer graphical 

user interface control. The mechanism works on real time hand gestures. Through this project, 
computers’ GUI can be controlled using machine vision to help computer and laptop users to 
operate computer with ease without high costing. This project is driven by the increasing demand 

of computer and laptop users for an easier, low costing and portable GUI (Graphical User 
Interface) control. This design is to simplify HMI (Human Machine Interaction) by controlling 

the computers’ GUI with empty hands and only using the pre-installed web camera in the laptop 
as vision sensor. The methodology starts with image processing where batches of hand images 
were processed to detect the fingertips and the most minimum fingertip followed by video 

processing where real-time video were  processed using the code from image processing. The 
image processing starts with image segmentation and background separation, centroid detection, 

fingertip detection and followed by movement detection. Video processing involves webcam 
start up and java robot programming to move the mouse cursor. When the programming is run, 
mouse cursor moves according to the hand movement in front of the camera. The outcome of 

this project is that the user could move mouse cursor by moving their hand in front of the 
webcam. 
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ABSTRAK 

 

Komputer telah menjadi sebahagian penting dalam kehidupan manusia kerana ia telah menjadi 

sukar untuk bekerja tanpa komputer. Oleh itu, projek ini membentangkan satu mekanisme 

pengesanan tangan untuk kawalan grafik komputer oleh pengguna. Mekanisme ini berfungsi 

dengan isyarat tangan pada masa nyata. Melalui projek ini, GUI komputer boleh dikawal 

menggunakan penglihatan mesin untuk membantu pengguna computer meja dan komputer riba 

untuk mengendalikan komputer dengan mudah tanpa kos yang tinggi. Projek ini adalah 

didorong oleh permintaan yang semakin meningkat dari pengguna komputer meja dan komputer 

riba agar lebih mudah, harga yang rendah dan GUI mudah alih (Graphical User Interface). 

Reka bentuk ini adalah untuk memudahkan perhubungan antara Manusia dan mesin dengan 

mengawal GUI komputer menggunakan tangan kosong dan hanya kamera web yang telah 

dipasang dalam komputer riba sebagai sensor penglihatan. Kaedah ini bermula dengan 

pemprosesan imej di mana kelompok imej tangan telah diproses untuk mengesan hujung jari-jari 

tangan dan hujung jari di kedudukan y yang paling minimum, diikuti oleh pemprosesan video di 

mana video masa nyata telah diproses menggunakan kod dari pemprosesan imej. Pemprosesan 

imej bermula dengan segmentasi imej dan pemisahan latar belakang, pengesanan titik tengah, 

pengesanan hujung jari dan diikuti dengan pengesanan gerakan. Pemprosesan video melibatkan 

memulakan kamera web dan pengaturcaraan java robot untuk menggerakkan kursor tetikus. 

Apabila program ini dijalankan, kursor tetikus bergerak mengikut pergerakan tangan di 

hadapan kamera. Hasil projek ini adalah bahawa pengguna boleh menggerakkan kursor tetikus 

dengan menggerakkan tangan mereka di hadapan kamera web. 
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CHAPTER 1  

 

INTRODUCTION 

 

1.1 Background 

Computer has become the essence of our everyday lives. We are dependent to a computer 

whether in our personal lives or working life. Most of our activities in our studies and in our jobs 

are computer dependent. Therefore, the research and studies to ease the usage of computer is 

growing rapidly parallel to the demands of computer users.  

Computer users also tend to skew towards using a light, compact and portable computer 

such as laptops, smart phones and tablets as it is more convenient for travels and easier work 

anywhere. Laptop is the closest device to a computer’s function and it is a better choice for 

works.  

Next, computer users seek to ease the usage of technological devices and improve the 

simplicity of HMI (Human Machine Interaction) In the modern days, computer GUI (Graphical 

User Interface) is mainly controlled by external and internal devices such a touchpad, mouse or 

touchscreen. All these methods requires user to touch the devices to control GUI. Due to the 

advancement of technology, the demand of virtualisation technique for HMI has increased. For 

example, the development of Kinect technology that uses image processing for various virtual 

reality products such as x-box gaming console, 3D models scanning and robotic movement 

control via body movement and gestures. However, virtual techniques require extra device or 

equipment that requires additional cost for installation.  

Hence, a method is proposed to promote virtualisation technique to control computers’ 

GUI without having to pay for extra cost. The method only uses internally installed device on 

the laptop which is the laptops’ web camera. The method involves movement of hand gestures 

which are captured by the laptops’ built in web camera and translated with high level 

programming language to control the laptop’s cursor. The hand gesture detection could also 
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boost HMI by using laptop’s web camera instead of common input device such as mouse and 

touchpad. Furthermore, the web camera can be used as backup cursor’s controller if the build in 

touchpad couldn’t be used instead of having to connect external device like a mouse to the 

laptop. 

 MATLAB software is chosen as high level programming language as it has user-friendly 

interface for image processing and computer visions functions such as image processing toolbox 

and computer vision system toolbox. MATLAB is also easier to program compared to JAVA, C 

programming and Ruby freeware software as the other software require complex programming 

to translate the image capture into machine language. The translation will take up unnecessarily 

long processing time that could be avoided with the use of MATLAB software.  

This new technology is suitable for the modern era where laptop users tend to travel and 

they would want a technology which is convenient without having to carry external devices 

around and is not costly to install. The user would also be able to control laptops’ GUI without 

having to touch a device. 

 

1.2 Problem Statement 

Secondary GUI devices need to be prepared if the build in touchpad could not be used and it 

would be easier to use the build in web camera instead of plugging in external devices to control 

laptop’s GUI. 

A method to ease HMI should be developed so that human can naturally interact with 

machine such as laptop with body parts movements and gestures. A hand gesture cursor 

controller that could detect different hand sizes developed for various users. 

A system has to be developed for users to control laptops’ GUI without having to touch a 

device with their hands for the ease of usage. 

A system that can detect fingertips movement to move mouse cursor which is the basic 

function of a mouse and touchpad without having to connect the laptop to external devices needs 

to be developed. 
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1.3 Project Objective 

The primary objective of this project is to design a system which control computers’ cursor by 

movement of fingers. The objectives are: 

1.3.1 To develop a system that could control GUI with computer vision system. 

1.3.2 To develop a system that could focus only on the fingertips of the hand. 

1.3.3 To develop a system that could detect movements of fingertips and centre of the 

palm. 

1.3.4 To develop a system that could differentiate the background from the hand image. 

 

1.4 Scope of Project 

 

1.4.1 The system developed detects only users’ right hand. 

1.4.2 The system developed uses laptop’s build in web cam with 1.3M pixel resolution. 

1.4.3 The system is developed by using MATLAB software and coding. 

1.4.4 The system runs in white background with no external objects 
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