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Flood is one of the common natural disasters that have caused universal damage throughout the world. Due to that matter,
reliable flood forecasting is crucial for the purpose of preventing loss of life and minimizing property damage. In this study,
hybrid Least Squares Support Vector Machines (LSSVM) with four meta-heuristic algorithms viz. Grey Wolf Optimizer
(GWO-LSSVM), Cuckoo Search (CS-LSSVM), Genetic Algorithm (GA-LSSVM) and Differential Evolution (DE-LSSVM)
are presented for a week ahead water level forecasting. The employed meta-heuristic algorithms are individually served as an
optimization tool for LSSVM and later, the forecasting is proceeded by LSSVM. This study assesses the performance of each
hybrid algorithms based on three statistical indices viz. Mean Square Error (MSE), Root Mean Square Percentage Error
(RMSPE) and Theil’s U which is realized on raw and normalized data set. Later, the performance of each identified hybrid
algorithm is analyzed and discussed. From the simulations, it is demonstrated that all the identified algorithms are able to
produce better forecasting result by using normalized time series data.
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	A. Grey Wolf Optimizer
	B. Cuckoo Search
	C. Genetic Algorithm
	D. Differential Evolution
	A. Data Collection and Pre process
	DE
	GA
	CS
	GWO
	20
	20
	20
	20
	Population/Search Agent
	100
	100
	100
	100
	Maximum iteration
	0.9
	0.9
	-
	-
	Crossover probability
	-
	0.1
	-
	-
	Mutation probability
	-0.7
	-
	-
	-
	Scaling factor
	-
	-
	0.25
	-
	Rate of solution
	C. Evaluation
	1) Independent and Dependent Variables: In this study,  the independent variables are rainfall and water level while the dependent variable is water level from day 7 and onwards.
	2) Training, Validation and Testing: The division of the employed data set is as shown in Table 1.
	3) Properties Setting: Prior to experimental processes, the properties of the identified algorithms are set, which is tabulated in Table 2.
	4) Performance Evaluation Indices: The performance of the identified hybrid algorithms were which were assessed from January 2013 to December 2014 are guided based on three statistical criteria were selected RMSPE, Mean Square Error (MSE) and Theil...
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	Data proportion (%)
	Subset
	80
	Training
	10
	Validation
	10
	Testing

