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ABSTRACT  

 

This study provides vision-based system solutions to a peg-in-hole problem facing by a fork lift like robot used to 

transport copper wire spools from a rack in which the spools are arranged side by side, to a specified place. The copper 

wire spool is held by 3 round cylindrical shafts; one through the center hole of the spool and another 2 shafts hold at the 

bottom of the spool. The aim of this development of vision-based system is to make the robot operating autonomously. 

However, this study scope is limited to copper wire spool detection and confirmation of its alignment compared to camera 

orientation using a Logitech Webcam C525 which has an autofocus camera and have HD view with lower price. By 

integrating the Logitech webcam for windows with MATLAB R2016a, all computations, programming and processing of 

this project are done using the MATLAB. The proposed system uses Circular Hough Transform (CHT) and image 

processing methods for binarization, morphology and edge detection of the sampled images from real-time video 

recording. Several simulations have been carried out and from the result obtained, the system is able to detect the copper 

wire spool with estimated radius in pixel and the alignment of the spool.  
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INTRODUCTION 

 

Robotic manipulator is widely used in 

manufacturing process since it is a reliable system to 

maintain productivity and quality. Generally, tasks 

performed by the manipulators can be categorized to two 

types; grasping and insertion (peg-in-hole) [1–3]. For the 

grasping tasks, the robot manipulator is required to grasp 

object on its outer side. On the other hand, the manipulator 

should hold an object using its’ fingers and insert into 

another object, such as inserting a few centimetres of a 

straight plug into an elastic rubber hose and inserting a 

shaft into O-ring. Almost all the above tasks are performed 

by 6 to 8 D.O.F robot manipulator equipped with a force 

or torque sensor to determine grasping forces or touching 

forces. Some of the grasping tasks utilized a camera, or a 

camera with a laser range finder to confirm the orientation 

of the object. After the object is grasped, force or torque 

sensor will be used to autonomously adjust the grasping 

force or adjust the position of the peg, in the case of 

insertion process [4–6]. In this study, task for the forklift 

like robot is to autonomously pick up a copper wire spool 

at one time and bring it to other places. The copper wire 

spools are arranged side by side on a shelf. The robot uses 

3 cylindrical shafts to hold the spool; one through the 

center hole of the spool and another 2 shafts hold at the 

bottom of the spool. The process of picking up the spool 

only will be guided by a web camera and no force or 

torque sensor will be used. Focus in this study is to 

develop image processing method to determine the correct 

alignment of the robots’ body and shafts to enable the 

shaft is inserted into the spool’s center hole without 

pushing the spool and cause the spool falling down and 

damaging the copper wire. To enable the process, the 

camera will capture the spool and based on edge detection 

techniques, the spool will be represented by one big circle. 

The big circle is representing the outer shape and the 

center hole of the spool. Intuitively, the big circle will 

overlap when the robot is really facing the face of the 

spool and the center shaft is on the straight line with the 

spool’s center hole. It means that the robot must move to 

left and right, turns clock-wise and anti-clock-wise until 

the big circle overlap having same center point and the 

outer circle is overlaps reference circle.  

.  

Vision system 

 

 Vision-based system by using camera has been 

used widely especially in recognizing object because it is 

more reliable compared to other sensors such as 

temperature sensor, light sensor etc. [7]. Image processing 

method is one of the cheap algorithm that is widely used 

for research in vision system [8]. By using image 

processing techniques, the copper wire spool can be 

detected. Image processing requires image acquisition, 

image pre-processing, feature extraction and object 

decision. Many researchers use Canny edge detection 

method to obtain the correct results and reduce the noise 

of the image despite the method has flaw which it may not 

traverse all weak edge pixels [9]. However, vision system 

has some problems like the existence of dust, the need for 

extra lighting, distortion etc. [10]. 

 

Circle detection 

 

 The copper wire spool has a circular shape thus, 

the system need to find the alternative to detect the 

circular shapes. The most popular method used to detect 

circular  objects and locate analytic curves in binary image 

favoured for its tolerance to noise is Circular Hough 

Transform (CHT) and its variants [11]. Many researchers 

proposed a new algorithm based on CHT such as [12–14]. 

However, some of the methods are not suitable with this 

system and it uses offline image processing. Nupur J. et al. 

use Mean Shift technique for image segmentation and 

Modified Canny Edge Detection Algorithm for circle 

detection. However, the method was applied by using 

Google earth images which is it is not a real time images 
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because this research use real time images. [15]. An 

innovative implementation of CHT using eigenvalues of 

covariance matrix for detecting circles is proposed by M. 

Hossein et al. is robust and against noise [16]. Some of 

them use Open CV and C++ software  because MATLAB 

cannot perform the system successfully [17]. Most of the 

current researches are for unknown and familiar objects. 

There is no literature is discussing on an object that has 

bigger diameter (copper wire spool) and cannot be grasp 

using aforementioned gripper designs. 
 

METHODOLOGY 

 

 Figure 1 shows the process flow of vision-based 

object’s shape determination system. 

 

 
Figure-1. Flowchart of vision-based object’s shape 

determination system 

 

Copper wire spool detection 

Images are acquired using Logitech HD Webcam 

C525 that acts as medium to connect the camera to the 

system in MATLAB. The resolution video of video used 

in this system is 640×480 pixels. The real-time video need 

a proper image segmentation process and technique need 

to be done to overcome the lighting intensity that affect 

the original color of the object [18]. Thus, the morphology 

method was applied in this system which are erosion and 

dilation method. Next, Canny edge detection method was 

applied to obtain accurate edges of an input image [9]. The 

video input of this system is in grayscale color space. 

Thus, applying edge detection on the grayscale images 

decrease the computational requirements [17]. CHT was 

applied after image processing. The copper wire spool 

considered as detected whenever the system detects a 

circle within the radius range that has been set in this 

system. 

 
Figure-2. Logitech HD C525 webcam 

 

After the image has been applied with 

morphology method, the copper wire spool will be 

detected by using CHT method with different radius value. 

As a reference, a reference circle (green color) with radius 

124 pixels will be displayed on the screen. The circle that 

need to be detected is big circle (red color). The radius 

range for big circle is 100-150 pixels.  

 

Camera and spool orientation 

 

The camera and spool orientation is determined 

by using image processing technique. The copper wire 

spool and camera are considering aligned when center of 

big circle overlap the reference center calculated by using 

(X,Y) coordinates. Due to slight errors which are radius of 

reference circle and the other circles might be a little bit 

different, the distance between the center can be accepted 

within error range ±3 pixels. The reference center 

coordinate is (320,240) pixels. The screen will display 

“Center aligned” when camera and spool are aligned. The 

mathematical equation to determine the orientation of 

copper wire spool and camera shown below. 
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EXPERIMENTAL RESULTS  

 

 From the results shown in Figure 3 (a) and (b), 

the copper wire spool was detected whenever the system 

detects the big circle within the range of radius as 

explained in Methodology. The screen display “Spool 

detected” when the system detects the copper wire spool. 

The system displayed in binary images so that user can 

monitor the screen easily than grayscale or RGB images. 

However, there are some errors due to lighting and noise 

that hard to be eliminated during image processing. The 

noise has been reduced by using Canny edge method.  

 



 
(a) 

 
(b) 

 

Figure-3. (a), (b) Spool detected in many situations. 

 

 Figure 4 shows that the big circle center 

overlapping the reference center and the screen displayed 

“Center aligned” and “Robot can pick up the spool”. 

When the big circle center overlapping the reference 

center, the camera and the copper wire spool considered to 

be aligned.  

 

 
(a) 

 
(b) 

 

Figure-4. (a), (b) Center aligned 

 The image shown in Figure 6 (a) and (b) show 

that the system cannot detect the copper wire spool and the 

screen will not display anything. 

 

 
(a) 

 
(b) 

 

Figure-6. (a), (b) Spool not detected. 

 

DISCUSSION 

 

 From the experimental results, it shows that after 

do the morphology and edge detection method, it will 

produce some errors on recognizing the small circle. The 

errors might be due to lighting and image noise problem 

during the image processing. The real-time video also 

lagging a few seconds by using MATLAB due to many 

programming in this system.  

 

CONCLUSIONS 

 

 As a conclusion, the system can detect the copper 

wire spool by using image processing and Circular Hough 

Transform (CHT). Algorithm results might contain false 

circles due to noise in images and lighting problems but it 

does not affect the system at all. The system also able to 

differentiate and calculate the distance between the center 

(X,Y) coordinates thus, the alignment of copper wire spool 

can be determined. Hence, the system can be applied in 

real environment. 
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