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Abstract. This paper proposes an application of a recent nature inspired optimization technique namely Moth-Flame 

Optimization (MFO) algorithm in solving the Economic Dispatch (ED) problem. In this paper, the practical 

constraints will be included in determining the minimum cost of power generation such as ramp rate limits, prohibited 

operating zones and generators operating limits. To show the effectiveness of proposed algorithm, two case systems 

are used: 6-units and 15-units systems and then the performance of MFO is compared with other techniques from 

literature. The results show that MFO is able to obtain less total cost than those other algorithms.  

1 Introduction 

Economic Dispatch (ED) is one of the complex problems 

in power system operation that draws a lot of attention of 

many researchers. The task of ED is to find the optimal 

power generation to meet the demand at the minimum 

cost by fulfilling all the constraints. In addition, by taking 

the practical and operational constraints into account, it 

makes ED highly nonlinear constrained optimization 

problem, especially for larger systems. Any 

improvements in optimal output scheduling can 

contribute significantly in terms of cost savings for a long 

run.  

To date, there are massive techniques and algorithms 

that have been applied to solve the ED problems. The 

application of nature inspired algorithms becoming the 

popular choices of many researchers that have been 

proven through literatures. The implementation of 

Particle Swarm Optimization (PSO) into ED solution has 

been proposed in [1]. The variants of Genetic Algorithm 

(GA) namely Beeder GA (BGA), Fast Navigating GA 

(FNGA), Twin Removal GA (TRGA), Kite GA (KGA) 

and United GA 9UGA) have been proposed in [2] to 

solve ED problems. Nevertheless, the results presented in 

[2] still unsatisfactory if compared with the Backtracking 

Search Algorithm that has been proposed in [3].  

Ref. [4] has proposed Cuckoo Search Algorithm 

(CSA) and the Firefly Algorithm (FA) has been proposed 

in [5] to solve ED problems. The modification of FA 

(MFA) based on [5] has been proposed in [6] to solve ED 

problems with practical constraints. Other algorithms that 

also have been proposed in literature to solve ED are such 

as Grey Wolf Optimizer (GWO) [7], Flower Pollination 

Algorithm (FPA) [8], Whale Optimization Algorithm 

(WOA) [9], Improve/ modified PSO [10, 11] and Hybrid 

Bee Algorithm with Tabu Search (BA/TS) [12]. 

In this paper, the recent developed algorithm namely 

Moth-Flame Optimization (MFO) algorithm has been 

applied to solve practical ED problems. MFO is inspired 

by moth’s navigation at night proposed by [13]. The rest 

of the paper is organized as follows. Section 2 discuss the 

ED problem formulation followed by the MFO algorithm 

in Section 3. Section 4 presents the implementation of 

MFO in solving ED problem and Section 5 presents the 

results and discussion. Finally, the conclusion is stated in 

Section 6. 

2 Economic Dispatch  

Economic Dispatch (ED) is about to find the optimal 

power generation at the lowest cost to reliably serve the 

loads subject to the constraints. In ED, the cost function 

can be mathematical described as the quadratic function, 

as follows:   
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where αi, βi and γi are the coefficients of generator i. The 

objective function to be minimized are the summation of 

cost function in (1), which can be expressed as follows: 
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where n is the number of generator units. Eqns. (1) and (2) 

are subject to the power balanced equation as equality 

constraint to be satisfied where can be expressed as 

follows: 
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where PDemand is the total load demand, PLoss is the total 

loss of the power system.  Since the losses in the 

interconnected power system cannot be avoided, the B-

coefficient method is used to calculate the losses apart of 

load flow calculation, as follows:  
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For the inequality constraint, the power generation must 

be operated within its individual limits, as follows: 

 

(min) (max) 1,2,...,i i iP P P i n     (5) 

 

Other than that, by considering the practical 

constraints, the operating range of all generation units are 

restricted by their ramp rate limits [14], which are 

expressed as follow: 

 

o

i i iP P UR   if generation is increased (6) 

o

i i iP P DR   if generation is decreased (7) 

where Pi
o is the previous power generation of unit i. 

URi and DRi are the up-ramp and down-ramp limits in 

MW/h of the i-th generator, respectively. The generator 

operation constraints with the ramp rate limit now 

becomes as follows: 
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The other practical constraint that will be considered 

in this paper is the prohibited operating zones for the 

generators. The condition of this situation is visually 

shown in Fig. 1. Since the shape of the input-output curve 

in the neighborhood of the prohibited zones are difficult 

to determined, the best economical way is by avoiding 

the operation in these areas. The feasible operating zones 

of a unit can be determined as follow [15]: 
min
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Figure 1. Fuel cost curve with prohibited zone 

3 Moth-Flame Optimization Algorithm  

MFO algorithm is inspired by the moth’s special 

navigation at night proposed by [13]. Moths fly at night 

by referring to the moon light as orientation for 

navigation. They fly by maintaining a fixed angle with 

respect to the moon for straight path. Moths are tricked 

by the artificial light which make them fly spirally around 

the lights. However, the effort of moths to maintain a 

similar angle to the light source which is extremely close 

compared to the moon will causes a deadly spiral fly path 

for them. This behavior is depicted in the Fig. 2.    

 

 

Figure 2. Spiral flying path around close light sources [13]. 

 

The development of MFO initially can be described 

as the following expression:  
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where M is a set of moths, n is the number of moths and d 

is the number of variables (dimension). It is assumed that 

the candidate of solutions is moths. Other key 

components in MFO of course are the flames which are 

constituted also in the form of matrix as follows: 
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  (11) 

 

where n and d are the number of moth and dimension 

respectively. Both (10) and (11) are assumed to store the 

corresponding fitness values in an array as expressed 

below: 
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From (12) and (13), both moth and flame are 

solutions. The difference between them is how to treat 

and update them for each iteration. In MFO, the moths 

are actual search agents that move around the search 

space, whereas flames are the best position of moths so 

far. Thus, flames can be treated as flags that are dropped 

by moths when searching the search space.  In this 

mechanism, a moth never loses its best solution [13]. 

The position of each moth is updated with respect to 

the flame by using the following expression:    

 

 jii FMSM ,    (14) 

 

where Mi indicates the i-th moth, Fj is the j-th flame and S 

is the spiral function. A logarithmic spiral function is 

selected as the main update mechanism of moth, such as 

[13]: 
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where Di is the distance of the i-th moth for the j-th flame, 

b is a constant for defining the shape of the logarithmic 

spiral and t is a random number between -1 and 1. To 

prevent from trapped in local optima, each moth is 

obliged to update its position using one flame only in eqn. 

(15). At each iteration and after updating the flames, the 

flames are sorted based on the fitness values. Then the 

moths are updating their position with respect to the 

corresponding flames. Details description of MFO can be 

obtained in [13].  

4 MFO for ED Problem  

The implementation of MFO in solving the ED problem 

is by obtaining the optimal values power generation while 

satisfying all the constrained mentioned in section 2. 

Initially, the number of moths or search agents and 

maximum iteration are set. The population (candidate for 

solution) is constructed in matrix form as depicted in eqn. 

(10) where the row represents the number of moths and 

the column represents the number of control variables to 

be optimized (power generation).  

To obtain the objective function, each position of 

moth is evaluated to obtain the total cost using (2). Once 

the total cost has obtained for respected moth (after 

updating with the flames such in eqn. (11-14)), the matrix 

is sorted where the best solution so far is located at the 

top while the worst result is located at the bottom of the 

population matrix. If the updated variables are out of 

bound from the constraints, they are pegged at the 

minimum or maximum boundaries so that the result 

obtained is correct. To deal with the equality constraint 

such in (3), the penalty method was used. The penalty is 

reflected to the power balance mismatch and embedded 

in the cost function (2) as follows: 
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 (16) 

where PF is the penalty factor. The implementation of 

MFO in solving ORPD is exhibited in Fig. 3.  

5 Results and Discussion  

To show the effectiveness of proposed MFO in solving 

ED problem, 2 test systems are used: 6-units and 15-units 

generation systems. The simulation was implemented in 

MATLAB.  
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Figure 3. Flow of proposed MFO for solving ED problem 

5.1 6-units system 

The system consists of 6 thermal units in 26 bus system 

including 46 transmission lines. The load demand is set to 

1263 MW. The characteristics of this system can be 

obtained in [6] and the B-loss coefficients can be 

obtained in [1].  

The best results of MFO with other methods such as 

Kite Genetic Algorithm (KGA) [2], PSO [1], 

Backtracking Search Algorithm (BSA) [3] and Modified 

Firefly Algorithm (MFA) [6] are tabulated in Table I. 

From this table, it can be seen that the proposed MFO has 

a better solution in terms of total cost generated 

compared to others. MFO also gave the best results in 

terms of minimum line loss which is 12.414 MW. 

 

 

 

Table 1. Best ED Solution for 6-units system 

Generator 

Output 
KGA  PSO  BSA MFA MFO 

P1 447.66 447.5 447.4902 445.08 446.71 

P2 173.60 173.32 173.3308 173.08 173.22 

P3 262.91 263.47 263.4559 264.42 263.96 

P4 139.18 139.06 139.0602 139.59 139.2 

P5 165.58 165.48 165.4804 166.02 165.68 

P6 87.03 87.13 87.1409 87.21 86.64 

Line Loss 12.96 12.958 12.9583 12.41 12.414 

Cost ($/h) 15449.89 15,450 15,449.89 15,443 15442.66 

To analyze the performance of MFO in optimizing the 

power generation for this system, various number of 

search agents are used: 20, 30 and 40. Fig. 4 shows the 

performance in terms of total generation cost ($/hr) 

versus free runs for various numbers of search agents of 

MFO. It can be noted that the results of 20 search agents 

are slightly better compared to others in obtaining the 

minimum cost which is at the run # 24 which is the best 

cost of $ 15,442.66/ hr. However, 30 and 40 search 

agents are quite stable and consistent compared to 20 

search agents’ solutions. Fig. 5 shows the convergence 

curve of the best results of each number of search agents 

among 30 free running simulations.  It can be noted that 

all search agents are converged less than 70 iterations.  

 

 
Figure 4. Performance for 20, 30 and 40 search agents for 30 

free running simulations for 6-units system. 

 

Figure 5. Convergence curve of 20, 30 and 40 search agents for 

6-units system. 
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5.2 15-units system 

For this system, the load demand is set to 2630. The 

generators’ characteristics can be obtained in [1]. The 

prohibited operating zones embedded in the units 2, 5, 6 

and 12. A detailed results of the optimal ED solution for 

this system of MFO together with Twin Removal Genetic 

Algorithm (TRGA) [2], BSA [3], FA [5] and Cuckoo 

Search Algorithm (CSA) [4] are tabulated in Table II. It 

can be noted that MFO gave the best results in terms of 

minimum cost of generation: $ 32, 687.02/hr which is 

less $0.02/hr compared to CSA [4]. However, the total 

loss obtained by MFO is better where MFO produces 

30.0522 MW compared to CSA, which is 30.0541 MW.  

Again, in order to analyze the performance of MFO in 

optimizing the power generation for this system, 20, 30 

and 40 search agents are used. Fig. 6 shows the 

convergence curve of the best results of each number of 

search agents among 30 free running simulations. It can 

be concluded that all search agents are converged less 

than 100 iterations. Fig. 7 shows the performance in 

terms of total generation cost ($/hr) versus free runs for 

various numbers of search agents of MFO. It can be seen 

that the results of 30 search agents are slightly better 

compared to others in obtaining the minimum cost which 

is at the run # 17 which is the best cost of $ 32,687.02/ hr. 

Nevertheless, 40 search agents gave the consistent results 

throughout 30 free running simulations. 

 

TABLE 2. BEST ED SOLUTION FOR 15-UNITS SYSTEM 

Unit 
TRGA BSA FA  CSA  MFO 

(MW)  (MW)  MW)  (MW) (MW) 

1 455.00 455.00 454.97 455.00 455.00 

2 380.00 380.00 380.00 380.00 380.00 

3 130.00 130.00 130.00 130.00 130.00 

4 130.00 130.00 130.00 130.00 130.00 

5 169.97 170.00 169.80 170.00 170.00 

6 460.00 460.00 460.00 460.00 460.00 

7 430.00 430.00 430.00 430.00 430.00 

8 69.38 71.64 86.89 84.94 80.78 

9 61.30 59.02 47.26 44.22 48.36 

10 159.97 160.00 155.20 160.00 160.00 

11 80.00 80.00 79.87 80.00 80.00 

12 80.00 80.00 79.93 80.00 80.00 

13 25.03 25.00 25.00 25.00 25.00 

14 15.00 15.00 15.05 15.00 15.00 

15 15.00 15.00 15.22 15.00 15.00 

Loss 

(MW) 

30.65153 
30.6609 30.1329 30.0541 30.0522 

Cost 

($/h) 
32,704.53 32,704.45 32,689.39 32687.04 32,687.02 

 

 

 

Figure 6.Convergence curve of 20, 30 and 40 search agents for 

6-units system. 

 

Figure 7.Performance for 20, 30 and 40 search agents for 30 

free running simulations for 15-units system. 

6 Conclusion 

This paper has proposed a recent nature inspired 

computing algorithm, Moth-Flame Optimization 

algorithm in solving economic dispatch problem. The 

effectiveness of MFO was demonstrated using 6-units 

and 15-units systems. Simulation results showed that 

MFO is better compared to other selected algorithms in 

terms of finding the minimum cost of generation in $/hr. 

The implementation of MFO into economic emission 

dispatch will be proposed in the near future.   
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