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Abstract. Nowadays, waxy crude oil becomes one of the major concerns in the oil and gas 

industry. The waxy crude oil affects the production and transportation of the crude oil from 

offshore to onshore. Differentiation by image visualization in determining the type of waxy crude 

oil, with or without wax sometimes appear rather similar between each other. Hence, a new 

method needs to be used to differentiate and classify the waxy crude oil type. An electronic nose 

(E-Nose) is one of the devices that could detect and measure the odor data of the waxy crude oil 

type using gas sensor array. This paper aims to classify four types of Malaysian waxy crude oil 

from different fields at room temperature. There are 16,000 odor data that has been collected by 

using the E-Nose. Then, the measured data were normalized and analyzed using boxplot analysis. 

The unique odor-profile for each type of waxy crude oil sample has been extracted and classified 

using intelligent classification technique. The four types of waxy crude oil have been classified 

100% using k-NN intelligent classification technique with zero percentage of error in this paper. 

1. Introduction 

Numerous researchers have investigated the flow assurance issues in the oil and gas industry. One of 

the major problems was found in the wax deposition on the pipe wall. On top of that, wax deposition 

does not only occur in the pipeline but also in the reservoir. The deposited wax will then cause other 

problems to arise, as well as reducing the productivity of crude oil. A high cost of spending will be 

needed to rectify this problem. In Malaysia, this issue became one of the main concerns in flow assurance 

study. In the worst case, the deposited wax will cause the total blockcage of transportation pipelines [1]. 

Among the examples of Malaysian fields faced with this problem are Penara, Angsi, and Dulang. These 

fields are located 60m to 70m below sea level where the temperature on the surface is 34oC and the 

seabed temperature at the depth of 61m is 25oC [2]. 

The presence or formation of wax from crude oil in seabed due to low temperature in wells has 

become a critical issue in the oil and gas industry. Formation or presence of wax can occur along the 

transportation pipeline from offshore to onshore [1]. In literature, wax can occur if the well temperature 

and pipeline are below the wax appearance temperature (WAT) where long linear n-paraffin chains of 

waxy crude oil will come into contact with some areas of the pipeline wall. The presence of this wax 

will also change the rheological behavior of the crude oil, thus reducing production capacity and block 

[1,3]. 

http://creativecommons.org/licenses/by/3.0
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The waxy crude oil can be detected by measuring the odor. An E-Nose is a tool that can be used to 

measure the smell of waxy crude oil in a short period of time [4]. It consists of an array of sensors and 

has been widely used for the analysis of volatile compounds and odors. It contains artificial intelligence 

and pattern recognition subsystems. The E-Nose can perceive not only what odor molecules consist of, 

but also the concentration of molecules in odors [5]. 

A number of artificial techniques can be used to classify waxy crude oil odor-profile data such as k-

Nearest Neighbor (k-NN) [5–7], Artificial Neural Network (ANN) [8,9], Principal Component Analysis 

(PCA) [12–14], Discriminant Factor Analysis (DFA) [9] and Case-Based Reasoning (CBR) [4, 13–16]. 

As a robust classifier, k-NN is widely used in pattern recognition. It is a non-parametric method for 

classification and regression. It consists of a few steps which are data splitting (training and testing) and 

parameter optimization (distance, rule, and k-variable) [17].  

Hence, this research is to classify four types of waxy crude oil using intelligent classification 

technique. The E-Nose was used as the instrument to measure the odor data for each type of waxy crude 

oil, while k-NN was used as a classifier. 
 

2. Methodology 

Figure 1 below shows the overall flowchart in this study. There are four main steps involved in the 

classification of waxy crude oil. It starts with the data collection using the E-Nose. After the data 

collection, the data pre-processing has been done to extract the odor features of each waxy crude oil. 

The features were then classified using an intelligent classification technique which is k-Nearest 

Neighbour (k-NN). 

 

 

Figure 1. Overall flowchart for waxy 

crude oil odor-profile classification. 

2.1. Waxy Crude Oil Sample 

Four types of waxy crude oil have been selected for this study. All the samples were supplied by 

PETRONAS from four basins named ANGSI (Sample A), PENARA (Sample B), TAPIS (Sample C), 

and SEPAT (Sample D). All supplied samples were stored in a closed container to avoid any possibility 

of contamination. During the data collection, the samples were kept in a bottle with 10mL in volume. 

The waxy crude oil sample for E-Nose data collection is shown in Figure 2 below. 

 

 

Figure 2. Sample preparation of waxy crude 

oil for E-nose data measurement. 
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2.2. Electronic Nose Setup 

Figure 3 below shows the E-Nose setup to measure the odor data. There are 4 sensor arrays in a parallel 

position located inside the E-nose chamber. An internal pump in the E-Nose is used to suck in and 

control the inlet source of the gas from the waxy crude oil sample.  The sensors were able to detect 

carbon monoxide (CO), LPG, CO, CH4, natural gas, propane, methane, i-butane, alcohol, hydrogen, 

and smoke. During the experiment, the odor data from the four sensors array will be sent to the computer 

with Arduino software as a feature. The heating system was applied in order to maintain the sample 

temperature at 30oC. 

 

 

Figure 3. Electronic nose experimental setup. 

 

     The measurement phase for each experiment will require a period of 2 minutes while the cleaning 

phase requires 3 minutes. In the cleaning phase, the sample was removed from the E-nose chamber 

while the system and pump are running to clean the odor from the previous sample before running the 

next experiment. The cleaning phase is required to reduce the reading error. There are 200 data collected 

for each experiment. The experiment was repeated five times for each sample. All of the collected data 

were then tabulated in Table 1 below. S1, S2, S3, and S4 represents sensor 1, sensor 2, sensor 3, and 

sensor 4 respectively while DM is the data measurement. The subscript number for DM is the number 

of odor reading and sensor number. For example, DM11 is the first data measurement for sensor 1. 

 

Table 1. Data measurement table for waxy crude oil odor-profile. 

No. of Data Measured S1 S2 S3 S4 

1 DM11 DM12 DM13 DM14 

2 DM21 DM22 DM23 DM24 

3 DM31 DM32 DM33 DM34 

. . . . . 

1000 DM10001 DM10002 DM10003 DM10004 

2.3. Data Pre-Processing 

In the data processing stage, the collected data will be normalized by using Equation 1 shown below, 

max

'

R

R
R  ,                                                                     (1) 

where 
'R is the normalized data, maxR is the highest odor data at each row and R is the odor data for 

each sensor. Based on Table 2 below, all the data will be divided with the biggest value in their own 

row. The main purpose of normalization is to rescale the data from zero to one (0 to 1). Table 2 below 

shows the tabulated data normalization for waxy crude oil. ND is the normalized data while S1, S2, S3, 

and S4 represents sensor 1, sensor 2, sensor 3 and sensor 4 respectively. The subscript number for ND 

represents the number of odor reading and sensor number. For example, ND11 is the first normalized 

data measurement for sensor 1. 
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Table 2. Data normalization for waxy crude oil odor-profile. 

No. of Data Measured S1 S2 S3 S4 

1 ND11 ND12 ND13 ND14 

2 ND21 ND22 ND23 ND24 

3 ND31 ND32 ND33 ND34 

. . . . . 

1000 ND10001 ND10002 ND10003 ND10004 

2.4. K-NN Classification Technique 

After the normalization and feature extraction, intelligent classification technique using k-NN will be 

used to classify the types of waxy crude oil samples. K-NN is widely known as a simple algorithm which 

stores and groups all the cases in view of similarity distance measure. Data input, data output, data 

splitting, data training, data testing and parameter optimization steps were used for K-NN classification 

analysis. 

3. Results and Discussion 

3.1. Raw Data Measurement 

The data measurement for all types of waxy crude oil samples is shown in Figure 4-5 in page 4 and 

Figure 6-7 in page 5 below. Y-axis represents the odor reading data in resistance value ( ) while the 

x-axis represents the four sensors used in the E-nose (S1=sensor 1, S2=sensor 2, S3=sensor 3, and 

S4=sensor 4). There are 1000 data plotted for each sensor. The total odor reading for each type of sample 

in each graph is 4000 data. Although each sensor has their own range of data measured, it will not change 

the odor-pattern of the waxy crude oil. The graph also shows that for each type of waxy crude oil sample 

from different fields will have their own odor pattern. The most fascinating part is at sensor 1, it shows 

that all types of waxy crude oil sample have released carbon monoxide (CO) which could be detected 

using sensor 1.  

 

 

 

 

Figure 4. Raw data for sample A.  Figure 5. Raw data for sample B. 
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Figure 6. Raw data for sample C.  Figure 7. Raw data for sample D. 

3.2. Data Pre-Processing 

In the data processing stage, all of the 16,000 data will be divided with the biggest value in their own 

row (refer to Table 1). Figure 8-11 shows the graph of normalized data for each type of waxy crude oil 

sample. Y-axis indicates the normalized data while the x-axis indicates the E-Nose sensor array. As 

mentioned in the previous section, the normalization phase will rescale all the data in the range of 0 to 

1 interval. The figures show that all the data was successfully normalized. 

 

 

 

 

Figure 8. Normalized data for sample A.  Figure 9. Normalized data for sample B. 

 

 

 

Figure 10. Normalized data for sample C.  Figure 11. Normalized data for sample D. 

 

     After the normalization stage, the odor-pattern will be extracted as in Figure 12-15 on page 6. It is 

clearly shown that the odor pattern of each type of waxy crude oil sample is very unique and different 

between each other. It also shows that each type of waxy crude oil have their own properties and release 

different gasses at 30oC. 
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Figure 12. Odor pattern for sample A.  Figure 13. Odor pattern for sample B. 

 

 

 

Figure 14. Odor pattern for sample C.  Figure 15. Odor pattern for sample D. 

3.3. Boxplot Analysis 

Before the classification stage, the normalized data will be analyzed using boxplot analysis. Boxplot is 

a well-known statistical method and very useful in identifying and comparing the data distributions. The 

results of boxplot analysis are shown in Figure 16-17 in page 6 and Figure 18-19 in page 7.  Y-axis 

shows the normalized data and x-axis shows the number of associated sensors. For this type of analysis, 

there is a median, first quartile, third quartile, the maximum and minimum value of the data at each 

boxplot for each sensor. Sensor 1 shows the best data result due to the constant reading in all waxy crude 

sample. 

 

 

 

 

Figure 16. Boxplot analysis for sample A.  Figure 17. Boxplot analysis for sample B. 



1st International Postgraduate Conference on Mechanical Engineering (IPCME2018)

IOP Conf. Series: Materials Science and Engineering 469 (2019) 012073

IOP Publishing

doi:10.1088/1757-899X/469/1/012073

7

 
 
 
 
 
 

 

 

 

Figure 18. Boxplot analysis for sample C.  Figure 19. Boxplot analysis for sample D. 

3.4. K-Nearest Neighbour (K-NN) 

K-NN is an excellent classification technique and frequently used among researchers. There are nine 

data splitting ratios for training and testing data in K-NN classification which are 10:90, 20:80, 30:70, 

40:60, 50:50, 60:40, 70:30, 80:20 and 90:10. Table 3 below shows the outstanding classification results 

at 60:40 splitting data ratio (60% data training and 40% data testing). All four distances (Euclidean, 

Cityblock, Cosine, and Correlation), three rules (Nearest, Random and Consensus) and three types ok 

K (K=1, K=2 and K=3) in parameter optimization table were able to classify all the four types of waxy 

crude oil with 100% accuracy. 

 

Table 3. Parameter optimization table for waxy crude oil classification using K-NN at 60:40 

splitting data. 

Distance Rule 

Ratio 60:40 

Percentage similarity (%) 

K=1 K=1 K=1 

Euclidean 

Nearest 100 100 100 

Random 100 100 100 

Consensus 100 100 100 

Cityblock 

Nearest 100 100 100 

Random 100 100 100 

Consensus 100 100 100 

Cosine 

Nearest 100 100 100 

Random 100 100 100 

Consensus 100 100 100 

Correlation 

Nearest 100 100 100 

Random 100 100 100 

Consensus 100 100 100 

3.5.  Linear Regression 

The training and testing data in the previous subsection were validated using linear regression. 

Regression plot for a type of waxy crude oil was shown in Figure 20 in page 8 for sample A, B, C, and 

D respectively. Y-axis is the output of crude oil sample and x-axis is the target. The regression graph 

was plotted to measure the percentage of error in the classification stage. In Figure 8, the testing data is 

in the blue line with ‘+’ sign while the training data is in the red line with ‘O’ sign. The data was 

successfully divided into four classes which are sample A, B, C and D respectively. It obviously shows 

that the classification results for all types of waxy crude oil are 100% accurate with zero percentage of 

error. 
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Figure 20. Regression plot for type of waxy crude oil. 

4. Conclusion 

This paper has presented the classification of four types of waxy crude oil based on their odor. The study 

shows that for each type of waxy crude oil, they have their own odor-profile at 30oC. The distinctive 

and different odor-profiles were influenced by the sample properties which releases different gases and 

aroma. The data pre-processing and boxplot analysis was done successfully to extract the odor pattern 

for each type of waxy crude oil. The k-NN classification technique used has achieved 100% accuracy 

with zero percentage of error. Correlation between odor and waxy crude oil properties could be done 

later for future study. 
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