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ABSTRACT 
Meta-heuristic algorithms have shown promising performance in solving sophisticated real-
world optimization problems. Nevertheless, many meta-heuristic algorithms are still suffering 
from a low convergence rate because of the poor balance between exploration (i.e., roaming 
new potential search areas) and exploitation (i.e., exploiting the existing neighbors). In some 
complex problems, the convergence rate can still be poor owing to becoming trapped in local 
optima. Addressing these issues, this research proposes a new general opposition-based 
learning (OBL) technique inspired by a natural phenomenon of parallel mirrors systems called 
the parallel mirrors technique (PMT). Like existing OBL-based approaches, the PMT generates 
new potential solutions based on the currently selected candidate. Unlike existing OBL-based 
techniques, the PMT generates more than one candidate in multiple solution-space directions. 
To evaluate the PMT's performance and adaptability, the PMT has been applied to four 
contemporary meta-heuristic algorithms, differential evolution (DE), particle swarm 
optimization (PSO), simulated annealing (SA), and whale optimization algorithm (WOA), to solve 
15 well-known benchmark functions. The experimentally, the PMT shows promising results by 
accelerating the convergence rate against the original algorithms with the same number of 
fitness evaluations. 
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