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ABSTRAK 

Di dalam era technology ini, komputer dan rangkaian terdedah kepada perisian perosak. 

Perisian perosak juga dikenali sebagai perisian yang merbahaya. Perisian perosak ini di 

cipta untuk menggangu, memusnahkan atau mendapat kebenaran akses di dalam system 

komputer. Terdapat pelbagai perisian dan kaedah yang telah di cipta untuk mengesan 

pelbagai jenis perisian perosak. Perisian perosak yang sangat kuat telah dicipta dan ia 

tidak dapat di kesan. Terdapat pelbagai anti-virus dan kaedah yang telah di cipta, 

walaubagaimanpun, cara ini tidak dapat mengesan malware di mana perisian perosak 

pada masa kini tidak dapat dikesan. Objektif kajian ini adalah untuk mengesan atribut 

perisian perosak, untuk mencipta model perisian perosak menggunakan n-gram dan TF-

IDF, dan untuk menilai model untuk mengesan perisian perosak. Skop untuk kajian ini 

adalah set data, cara-cara dan ujian penilaian dan ukuran. Methodologi kajian ini adalah 

berdasarkan kajian melalui kajian yang sudah berlalu, mengenalpasti attribute perisian 

perosak, membina konsep model dan akhir sekali menilai konsep moel. Model ini akan 

dilaksanakan dengan menggunakan bahasa pengaturcaraan Python. Dengan 

menggunakan kaedah ini, jangkaan keputusan oleh sistem ini adalah berdasarkan n-gram 

dan TF-IDF, perosak perisian boleh dikesan. 
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ABSTRACT 

In this era of technology, computers and networks are exposed to malwares. 

Malwares are also known as malicious software. Malwares are created to disrupt, destroy 

or to gain authorization in access in a computer system. There are different types of 

software and methods that have been implemented that are used to detect different types 

of malware. Powerful malware that was implemented may not get easily detected. 

Different kinds of anti-virus and methods were used, nevertheless the problem is that this 

may not fully detect the malware as malwares now a days are hard to detect. The 

objectives of this research is to identify the attributes of malware, to develop a conceptual 

model of malware detection using n-gram and TF-IDF and to evaluate the model of 

malware detection. The scope for this research are dataset, method and evaluation testing 

and measurements. The methodology are literature review based on previous research, 

identifying the attributes of malware, developing the conceptual model and lastly, 

evaluating the conceptual model. The model is implemented by using Python 

programming language. By using this method, the expected result of this system is based 

on the n-gram and TF-IDF, thus malware could be detected.  
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CHAPTER 1 

 

 

INTRODUCTION 

1.1 Introduction 

In the increasing era of technology nowadays, even a high-tech technology can 

get easily infected by known or unknown malware. Malware is also known as 

malicious software where it is designed to damage, disrupt or gain unauthorized access 

into a computer. The types of malware could be Trojan Horses, Worms, Virus, 

Spyware and more. Even there are many different types of highly secured security or 

protocols and policies that are implemented to protect the cyber, with the development 

of malware from time to time, not every cyber system could be protected. Furthermore, 

malwares are created to either steal personal information without knowing or malware 

can destroy a particular system to achieve its objectives.  

Malwares that could not be recognized has been increasing drastically, security 

software that exist could not identify the malwares effectively (Fuyong & Tiezhu, 

2017). Powerful malwares that have their different types of intention may not get easily 

detected especially to intrude in their security system, even there are many different 

types of method to detect malware that have been designed and implemented into 

existing systems. Malware is a boundless problem and although familiar use of anti-

virus software, the diversification is still ascending (Mira, Huang, & Brown, 2017). 

Nevertheless, there are many different types of system methods that have been 

developed by the researcher from time to time. For example, the methods that have 
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been developed are by using the complex-flows, neural network, Run Length 

Encoding (RLE) and more. Different kinds of anti-virus were also implemented to 

defend the computers from being attacked by the malwares. Nevertheless, these anti-

virus gave some limitations where they have limited detection techniques where they 

scans the computer for known virus pattern, but gives a false alarm where the pattern 

matches normal file’s code. Even worse, it will not detect the code of the virus. But 

then, the database of the anti-virus program should be updated periodically. All of 

these methods have their own excellent result analysis and some gave several 

limitations. Thus, we want to make a deep research on malware detection should be 

done. Based on this introduction, in this chapter, we will discuss on problem statement, 

objectives, scope, expected result and thesis organization where this project will 

conduct on the investigation how to detect malware using n-gram and TF-IDF. 

1.2 Problem Statement 

The main problem nowadays in the field of security is protecting from threats 

or malwares that can cause problems in the future. Some issues need to be taken 

seriously especially in securing the network or devices from malicious malware. Even 

though there are many malware detection system that have been developed to help to 

reduce the problem of devices or network being infected with malware, not all of the 

system may detect the malware fully before it affects it.  

XGBoost was made as a classifier to differentiate the benign software and the 

malware, verifying it as a great computational efficiency and accuracy in Android 

malware detection (Wang, Li, & Zeng, 2017). However, this XGBoost model should 

be extended with a dynamic analysis technology. This was a good way to get more 

features of the malware. Other than that, deep neural network based was also 

developed for the malware detection. The system obtain a 95% of detection rate of 

0.1% false positive rate (FPR), on 400,000 software binaries and more (Saxe & Berlin, 

2015). Nevertheless, the number of benign binaries was small to estimate performance 

accurately of the false positive scale. It is unclear, if more data is added, the results 
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would be improve in providing better false positive estimates. In addition, another 

method to detect malware was by using semantics-aware. A malware-detection 

algorithm that can detect different types of malware that have a low run-time overhead 

and it was also a common obfuscations used by hackers (Bryant, 2005). On the other 

hand, the tools that was used need all of the intermediate representations instructions 

in the template in order to appear in the same form in the program.  

In this research, malwares was detected by using the n-gram method. A model 

to detect malware was developed by using the n-gram and TF-IDF (Term Frequency-

Inverse Document Frequency). This was to evaluate the model of the malware 

detection. 

1.3 Objectives 

These are the three objectives that need to be achieve in this project. The 

objectives of this research are: 

i. To identify attributes of malware. 

ii. To develop a model of malware detection using n-gram and TF-IDF. 

iii. To evaluate the model of malware detection using n-gram and TF-IDF. 

1.4 Scope 

Based on the objectives declared, the scope of this research is divided into three 

categories which are: 

Dataset  

i) The dataset is collected from the Kaggle website where the author of 

this dataset is N Sarvana. This dataset consist of thousands of malwares 

and benign datasets that are classified based on a few attributes. 
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