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Abstract: This study investigates the applicability of the Leven–Marquardt algorithm,
Bayesian regularization, and a scaled conjugate gradient algorithm as training algorithms for
an artificial neural network (ANN) predictively modeling the rate of CO and H2 production by
methane dry reforming over a Co/Pr2O3 catalyst. The dataset employed for the ANN modeling
was obtained using a central composite experimental design. The input parameters consisted of
CH4 partial pressure, CO2 partial pressure, and reaction temperature, while the target parameters
included the rate of CO and H2 production. A neural network architecture of 3 13 2, 3 15 2, and 3
15 2 representing the input layer, hidden neuron layer, and target (output) layer were employed for
the Leven–Marquardt, Bayesian regularization, and scaled conjugate gradient training algorithms,
respectively. The ANN training with each of the algorithms resulted in an accurate prediction of
the rate of CO and H2 production. The best prediction was, however, obtained using the Bayesian
regularization algorithm with the lowest standard error of estimates (SEE). The high values of
coefficient of determination (R2 > 0.9) obtained from the parity plots are an indication that the
predicted rates of CO and H2 production were strongly correlated with the observed values.

Keywords: artificial neural network; kinetic modeling; cobalt-praseodymium (III) oxide; CO-rich
hydrogen; methane dry reforming

1. Introduction

Methane dry reforming is a thermo-catalytic process used for producing synthetic gas (syngas), a
mixture of hydrogen (H2) and carbon monoxide (CO), by utilizing methane (CH4) and carbon dioxide
(CO2) as feedstocks [1]. Although there are several processes such as steam methane reforming [2],
coal gasification [3], glycerol reforming [4], and partial oxidation reforming [5] that can be employed
for syngas production, none of these processes have the advantages of mitigating greenhouse gas
emission through the consumption of CH4 and CO2 [6]. Besides being a potential technical route for
greenhouse gas emission reduction, methane dry reforming has the advantage of producing syngas
with a H2:CO ratio close to unity [7]. The syngas produced can in turn be used as an important building
block for many industrial processes such as ammonia, methanol, and synthetic fuel production [8].
However, one of the key challenges of the methane dry reforming process is catalyst deactivation by
carbon deposition and sintering which is caused due to the high temperature (>873 K) required for the
reaction [9].
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To overcome these challenges, several supported metal-based catalysts have been developed
and tested. An extensive review by Abdullah et al. [10] revealed that supported nickel (Ni) catalysts
have been mostly investigated for methane dry reforming due to its high catalytic performance.
Nevertheless, the Ni-based catalysts are very prone to sintering and carbon deposition [11]. On the
other hand, cobalt (Co)-based catalysts which have a comparative activity to Ni have been reported
to show superior stability compare to Ni under the same process condition [12,13]. In our previous
studies, the use of rare-earth metal oxide-supported Co catalysts for CO-rich hydrogen production
showed considerable activity and stability [14–16]. However, one major challenge is understanding
the kinetics of the methane dry reforming in terms of the rate of H2 and CO production due to
variations in the chemical composition of the various catalysts [17]. This challenge can be overcome
by employing an artificial intelligence modeling approach for a better understanding of the process
parameters [18,19]. Processes with non-linear and complex relationships between the input and
the output parameters are often encountered in real life processes. The better understanding of the
non-linear relationship between the input and the output parameters of the process can further be
utilized to optimize the process operation and create the basis for the theoretical framework, process
automation, and upscaling [20].

An artificial intelligence modeling approach using an artificial neural network (ANN) has been
widely employed for different catalytic processes, such as hydrodesulfurization [20], methanol steam
reforming, glycerol steam reforming [21,22], air gasification of biomass [23], water gas shift reaction [24],
and steam gasification of palm oil waste [25]. Nasr et al. [26] reported the use of ANN for the predictive
modeling of biohydrogen production using a back-propagation configuration and concluded that the
experimental and the predicted biohydrogen production were strongly correlated. Zamaniyan et al. [27]
employed a three-layer back-propagation feed-forward ANN for modeling industrial plant hydrogen.
The study revealed that the ANN accurately predicted the temperature, pressure, and mole fraction of
the hydrogen production in the plant. Ghasemzadeh et al. [28] predicted the performance of a silica
membrane reactor during methanol steam reforming using a multilayer perceptron ANN. The study
shows that the membrane pressure, temperature, and gas hourly space velocity were accurately
predicted with a strong correlation between the actual and the predicted values. In a similar study by
Ghasemzadeh et al. [22], ANN was also employed for the predictive modeling of hydrogen production
by glycerol steam reforming over a Co/Al2O3 catalyst. The feed forward ANN accurately predicted the
glycerol conversion, H2 recovery, H2 yield, H2 selectivity, CO selectivity, and CO2 selectivity with a
high coefficient of determination (R2) and low mean square error (MSE). In our previous study, ANN
has been employed for the prediction of CH4 conversion, CO2 conversion, and syngas ratio from
methane dry reforming over Sm2O3- and CeO2- supported Co catalysts [19]. In all the above studies,
the Leven–Marquardt algorithm was employed for the training of the ANN. In this study, the effect
of employing three training algorithms, namely Leven–Marquardt, Bayesian regulation, and scaled
conjugate gradient, on the predictability of the ANN model was investigated. The effectiveness of each
of the trained ANN configurations was tested through the predicted rate of H2 and CO production
from the Co/Pr2O3-catalyzed methane dry reforming process.

2. Results and Discussions

2.1. Generated Data for the ANN Modeling

The data obtained from the experimental runs using a central composite design (CCD) are
summarized in Table 1. The data consist of 50 experimental runs which are made up of treatment
combinations of reaction temperature, CH4 partial pressure, and CO2 partial pressure as input
parameters, while the target parameters include the rate of CO and H2 production. The responses (target
values) obtained from each of the experimental runs varies according to the treatment combinations of
the reaction temperature, CH4 partial pressure, and CO2 partial pressure.
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Table 1. Data obtained from central composite experimental design for artificial neural network
(ANN) modeling.

S/N Reaction
Temperature (K)

CH4 Partial
Pressure (kPa)

CO2 Partial
Pressure (kPa)

Rate of CO Production
(mmol/gcat/min)

Rate of H2 Production
(mmol/gcat/min)

1 973 27.5 27.5 0.2880 0.1032
2 1023 15.0 40.0 0.3085 0.1103
3 973 27.5 48.5 0.1736 0.0918
4 973 27.5 27.5 0.2878 0.1030
5 973 27.5 27.5 0.2879 0.1029
6 973 27.5 27.5 0.2878 0.1030
7 973 6.5 27.5 0.0013 0.0078
8 973 27.5 27.5 0.2881 0.1029
9 973 27.5 27.5 0.2878 0.1030

10 973 27.5 27.5 0.2879 0.1031
11 973 27.5 27.5 0.2881 0.1028
12 973 27.5 27.5 0.2880 0.1030
13 1023 40.0 15.0 0.3577 0.2601
14 973 27.5 27.5 0.2882 0.1031
15 923 40.0 40.0 0.0938 0.0422
16 1057 27.5 27.5 0.4623 0.3471
17 973 27.5 27.5 0.2878 0.1029
18 973 27.5 27.5 0.2880 0.1030
19 973 27.5 27.5 0.2881 0.1031
20 973 27.5 27.5 0.2879 0.1029
21 973 27.5 27.5 0.2878 0.1029
22 923 15.0 40.0 0.0381 0.0002
23 973 27.5 27.5 0.2877 0.1031
24 973 27.5 27.5 0.2880 0.1030
25 973 27.5 27.5 0.2876 0.1029
26 973 27.5 6.5 0.1581 0.0134
27 973 27.5 27.5 0.2874 0.1031
28 973 27.5 27.5 0.2877 0.1030
29 973 27.5 27.5 0.2880 0.1029
30 973 27.5 27.5 0.2878 0.1031
31 1023 15.0 15.0 0.3085 0.0113
32 973 27.5 27.5 0.2863 0.1029
33 1023 40.0 40.0 0.3624 0.2341
34 973 48.5 27.5 0.3495 0.1515
35 973 27.5 27.5 0.2878 0.1031
36 923 40.0 15.0 0.0728 0.0021
37 973 27.5 27.5 0.0877 0.013
38 973 27.5 27.5 0.0874 0.0129
39 923 15.0 15.0 0.0281 0.001
40 973 27.5 27.5 0.2881 0.1029
41 973 27.5 27.5 0.2880 0.1031
42 973 27.5 27.5 0.2878 0.1030
43 973 27.5 27.5 0.2880 0.1029
44 973 27.5 27.5 0.2879 0.1031
45 973 27.5 27.5 0.2878 0.1029
46 973 27.5 27.5 0.2880 0.1030
47 973 27.5 27.5 0.2881 0.1031
48 889 27.5 27.5 0.1379 0.0919
49 973 27.5 27.5 0.2880 0.1029
50 973 27.5 27.5 0.2878 0.1030

2.2. Interaction Effect of Process Parameters on the Rate of H2 Production

Theoretically, a catalyzed methane dry reforming reaction as represented in Equation (1) involves
the consumption of 1 mole of CH4 and 1 mole CO2 to produce 2 moles of CO and 2 moles of H2 [29].

CH4 + CO2 
 2CO + 2H2 ∆H298K = +247 kJ/mol (1)

The methane dry reforming process is highly endothermic [30]. Therefore, the reaction is favored
by a high temperature >900 K [31]. Although, the mechanism of the methane dry reforming reaction is
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strongly dependent on the nature of the catalyst, it is generally believed that the reaction commences
with the activation of CH4 and CO2 being adsorbed on the catalyst active sites [32]. The activation
of the adsorbed CH4 often leads to the formation of carbon and hydrogen. While the activation of
the CO2 often occurs at the interphase of the catalyst active site and the support often leads to the
formation of CO and surface O2, which is simultaneously utilized to gasify the carbon formed during
the activation of CH4 [10]. The partial pressure of CH4 and CO2 at varying temperatures are crucial in
determining the rate of production of CO and H2 during the methane dry reforming process [32].

Figure 1a–c shows the interaction effect of the CH4 partial pressure, CO2 partial pressure, and
reaction temperature on the rate of H2 production. As shown in Figure 1a, the rate of H2 production
was significantly influenced by the CH4 partial pressure and reaction temperature. The rate of H2

production increased steadily with an increase in the CH4 partial pressure until 30 kPa and thereafter
decreased. This phenomenon can be attributed to the dominance of methane cracking whereby the
CH4 is activated on the catalyst active site to give H2 and carbon. The carbon formed is often gasified
by the release of surface O2 through the activation of CO2. In the case where the rate of gasification of
the carbon is not at equilibrium with the release of the surface, there would be net carbon deposition
which often results in catalyst deactivation. The deactivation of the catalyst active site by the deposited
carbon could be responsible for the decrease in the rate of H2 production at CH4 partial pressure
>30 kPa. At a low CH4 partial pressure, the rate of H2 production was low and steady due to a high
concentration of CO2 present in the reactant mixture. However, as the CH4 partial pressure increased
to measure up with that of CO2, an increase in the rate of H2 was observed which is typical for the
methane dry reforming reaction [33]. Similarly, the rate of H2 production was found to steadily increase
with an increase in the reaction temperature for all cases, which is consistent with Arrhenius’ concept
of temperature-dependent gas phase reactions [34]. Generally, the rate of H2 production increased
with an increase in both CH4 partial pressure and reaction temperature, which is consistent with the
work of Foo et al. [33], who reported an increase in the rate of production of H2 with CH4 partial
pressure during methane dry reforming over an Al2O3-supported Co-Ni catalyst. In Figure 1b, it can
be seen that both the CO2 partial pressure and the reaction temperature had a significant influence
on the rate of H2 production. There was a steady increase in the rate of H2 production between
5 and 30 kPa and thereafter a decline was observed. Again, within the CO2 partial pressure range
of 5–30 kPa, there was a steady release of surface O2 from the activation of the CO2. However, at a
CO2 partial pressure >30 kPa, there was no equilibrium between the rate of gasification of the carbon
and the carbon deposition. Hence, there might be depletion in the catalyst active site which could
be responsible for the decline in the rate of H2 production. The interaction between the CO2 partial
pressure and the reaction temperature had a significant influence on the rate of H2 production, as can
be seen the yellow part of the mesh diagram. The interaction between the CO2 partial pressure and the
CH4 partial pressure had a significant influence on the rate of H2 production, as shown in Figure 1b,
although at a lower CO2 partial pressure, the rate of H2 production was steady until 30 kPa. This can
be attributed to the dominance of the methane decomposition reaction as stated earlier [35]. Although,
there is a significant interaction between CO2 and CH4 partial pressure, the rate of H2 production was
greatly affected by the CH4 partial pressure.
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Figure 1. (a) Interaction effect of CH4 partial pressure and reaction partial pressure on the rate of
CO production; (b) Interaction effect of CO2 partial pressure and reaction temperature on the rate of
CO production; (c) Interaction effect of CH4 partial pressure and CO2 partial pressure on the rate of
CO production.
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2.3. Interaction Effect of Process Parameters on the Rate CO Production

The interaction effects of CH4 partial pressure, CO2 partial pressure, and reaction temperature on
the rate of CO production are depicted in Figure 2. At a constant CH4 partial pressure (Figure 2a), the
rate of CO production was steady with increases in the CH4 partial pressure, whereas a significant
increase in the rate of CO production was observed with an increase in the reaction temperature, which
agrees with the Arrhenius theory for temperature-dependent gas phase reactions. Based on Figure 2a,
the CH4 partial pressure did not have much influence on the rate of CO production. This is due to
the fact that CO is solely produced from the activation of CO2. At a lower CH4 partial pressure, it
can be inferred that the Bondouard reaction is dominant [36]. In this case, the CO produced was
subsequently converted to CO2 and carbon. However, as the CH4 partial pressure increased, a state
of equilibrium was attained with the CO2 partial pressure, thereby resulting in an increase in the
rate of CO production. A similar trend can be observed in Figure 2b, although there was a steady
increase in the rate of CO production at a lower PCO2 partial pressure, as reported by Foo et al. [33].
The interaction between CO2 and the CH4 partial pressure had a significant influence on the rate of CO
production. However, the CO2 partial pressure has the most significant influence on the rate of CO
production, which is consistent with the fact that CO is produced during the activation of CO2.
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Figure 2. (a) Interaction effect of CH4 partial pressure and reaction partial pressure on the rate of
H2 production; (b) Interaction effect of CO2 partial pressure and reaction temperature on the rate of
H2 production; (c) Interaction effect of CH4 partial pressure and CO2 partial pressure on the rate of
H2 production.

2.4. Artificial Neural Network Modeling

Prior to the commencement of the network analysis, several ANN configurations were trained in
other to determine the most suitable hidden neuron that minimized the MSE. As shown in Figures 3–5,
the best ANN architecture for each of the training algorithms was obtained at the least MSE. The values
of the MSE varied with changes in the number of hidden neurons. Hidden neuron ranges from 1 to 20
were tested for each of the algorithms, which resulted in the best hidden neuron of 13, 15, and 15 for
Leven–Marquardt, Bayesian regularization, and scaled conjugate gradient algorithms, respectively.
MSE values of 1.91 × 10−5, 5.65 × 10−4, and 9.34 × 10−4 were obtained for the ANN architecture using
Leven–Marquardt, Bayesian regularization, and scaled conjugate gradient algorithms, respectively.
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The high R values of 0.998, 0.977, and 0.956 revealed that the predicted rate of CO and H2 at the
obtained lowest MSE were very close to the actual values (Table 2).
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Table 2. Determination of the best neuron for each of the training algorithms.

Hidden Neuron
Leven–Marquardt Bayesian Regularization Scaled Conjugate Gradient

MSE R MSE R MSE R

1 1.63 × 10−3 0.927 2.47 × 10−3 0.860 7.47 × 10−3 0.647
2 2.67 × 10−3 0.870 1.21 × 10−3 0.949 3.75 × 10−3 0.840
3 7.14 × 10−3 0.671 1.19 × 10−3 0.950 6.93 × 10−3 0.690
4 1.36 × 10−3 0.945 1.21 × 10−3 0.958 7.98 × 10−3 0.853
5 1.32 × 10−3 0.943 6.12 × 10−4 0.973 2.94 × 10−3 0.877
6 3.81 × 10−3 0.861 5.67 × 10−4 0.976 2.18 × 10−3 0.909
7 9.39 × 10−4 0.967 1.10 × 10−3 0.954 2.92 × 10−3 0.879
8 2.31 × 10−3 0.916 1.12 × 10−3 0.949 2.93 × 10−3 0.887
9 5.31 × 10−3 0.816 1.13 × 10−3 0.955 1.97 × 10−3 0.919

10 4.14 × 10−3 0.877 5.66 × 10−4 0.976 1.91 × 10−3 0.929
11 1.57 × 10−4 0.994 1.13 × 10−3 0.953 1.81 × 10−3 0.915
12 1.32 × 10−3 0.290 1.11 × 10−3 0.953 9.51 × 10−3 0.651
13 1.91 × 10−5 0.998 1.12 × 10−3 0.951 1.39 × 10−3 0.946
14 1.31 × 10−3 0.949 1.11 × 10−3 0.954 2.39 × 10−3 0.895
15 1.33 × 10−3 0.939 5.65 × 10−4 0.977 9.34 × 10−4 0.956
16 3.09 × 10−3 0.871 5.68 × 10−4 0.976 1.83 × 10−3 0.924
17 1.31 × 10−3 0.947 1.22 × 10−3 0.945 2.01 × 10−3 0.921
18 3.82 × 10−4 0.989 5.84 × 10−4 0.977 4.81 × 10−3 0.823
19 2.19 × 10−3 0.910 1.11 × 10−3 0.951 2.81 × 10−3 0.878
20 6.86 × 10−4 0.963 1.11 × 10−3 0.953 1.83 × 10−3 0.914

2.5. The ANN Model Predictive Analysis

The performance of the ANN prediction of the rate of H2 and CO production using the
Leven–Marquardt, Bayesian Regularization, and scaled conjugate gradient algorithms are depicted in
Figures 6–8. Figure 6 depicts the dispersion diagrams and the parity plots showing the actual and
the ANN-predicted rates of CO and H2 production using the Leven–Marquardt algorithm. The filled
circles in the dispersion diagrams represent the actual rates of CO and H2 production, while the spline
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curves depict the ANN-predicted rates of CO and H2 production. It can be seen that the use of the
Leven–Marquardt algorithm resulted in a good prediction of the rate of CO and H2 production, as
shown in the dispersion diagram (Figure 6a,c). The accuracy of the ANN prediction is further revealed
from the parity plot. The actual values of the rate of CO and H2 production are strongly correlated
to the predicted values. Several authors have reported that the Leven–Marquardt algorithm is one
of the most effective algorithms used for training ANN models. Its performance is hinged on the
advantage of combining both the Gauss–Newton method and the steepest descent technique to attain
convergence [37]. Furthermore, the use of the Leven–Marquardt algorithm enables the trained network
to rapidly converge near the vicinity of the minimum error [38]. The good prediction of the ANN
outputs in this study using the Leven–Marquardt algorithm is consistent with that reported in previous
studies. Puig-Arnavat and Bruno [21] employed the Leven–Marquardt algorithm for the modeling
of the thermochemical conversion of biomass. The application of the Leven–Marquardt algorithm
for training the network resulted in an accurate prediction of H2 in producer gas, CH4 in producer
gas, CO2 in producer gas, and CO in producer gas. The predicted values were found to be in good
agreement with the actual values based on the parity plots. In a similar study, George et al. [23] applied
the Leven–Marquardt algorithm for the predictive modeling of producer gas composition during
biomass gasification. The study revealed that the predicted values of the producer gas were in good
agreement with the actual values with an R value of 0.987.
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Figure 6. (a) Dispersion plot showing the comparison between actual and predicted rCO; (b) Parity
plots showing the comparison between actual and predicted rCO; (c) Dispersion plot showing the
comparison between actual and predicted rH2; (d) Parity plots the comparison between actual and
predicted rH2 using Leven–Marquardt algorithm.
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The ANN performance using the Bayesian regularization algorithm is represented in the dispersion
and parity plots in Figure 7. The use of the Bayesian regularization algorithm for ANN training is
founded on the probabilistic understanding of the network parameters [38]. It employs an optimum set
of weights for the minimization of the error function [39]. As shown in Figure 7 the use of the Bayesian
regularization also displayed a good prediction of the rate of CO and H2 production. The dispersion
diagrams in Figure 7a,c reveal the proximity between the predicted rate CO and H2 production,
while the parity plots (Figure 7b,d) show that both the predicted CO and H2 production are in good
agreement. Studies have shown that the use of the Bayesian regulation algorithm for ANN modeling
results in a good prediction of the targets. George et al. [23] employed the Bayesian regularization
algorithm for the ANN modeling of wheat output energy from a wheat production process. The study
revealed that the use of the Bayesian regularization algorithm resulted in a good prediction of the
wheat output energy which was in good agreement with the actual values. Shi et al. [40] applied the
Bayesian regularization algorithm in the ANN modeling of explosion risk analysis of a fixed offshore
platform. The Bayesian regulation-trained ANN accurately predicted the cumulative frequency of the
maximum overpressure.
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plots showing the comparison between actual and predicted rCO; (c) Dispersion plot showing the
comparison between actual and predicted rH2; (d) Parity plots the comparison between actual and
predicted rH2 using Bayesian regularization algorithm.

The performance of the scaled conjugate gradient algorithm-trained ANN is represented in the
dispersion diagrams and parity plots in Figure 8. The scaled conjugate gradient algorithm employed
step size scaling mechanism which make it have a very fast iteration [41]. As depicted in Figure 8a,c,
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the use of the scaled conjugate gradient algorithm for ANN modeling resulted in a good prediction
of the rate of CO and H2 production. The predicted values of the rate of CO and H2 production are
in good agreement with the actual values as depicted by the parity plots in Figure 8b,d. The good
prediction of the rate of CO and H2 production obtained in this study is consistent with that reported
by Khadse et al. [41] who employed the scaled conjugate gradient algorithm for the ANN modeling of
an electromagnetic compatibility estimator. The authors revealed that the use of the scaled conjugate
gradient algorithm for ANN modeling produced an accurate prediction of the output. Similarly,
Mia and Dhar [39] also confirmed the robustness of the scaled conjugate gradient as a training algorithm
for ANN predictive modeling of surface roughness in hard turning under high-pressure coolant.
The prediction of the surface roughness using the scaled conjugate gradient-trained ANN model was
in good agreement the actual values.
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plots showing the comparison between actual and predicted rCO; (c) Dispersion plot showing the
comparison between actual and predicted rH2; (d) Parity plots the comparison between actual and
predicted rH2 using scaled conjugate gradient algorithm.

2.6. Comparison of the Leven–Marquardt, Bayesian Regularization, and Scaled Conjugate Gradient Algorithms

The comparison of the ANN model using the Leven–Marquardt, Bayesian regularization, and
scaled conjugate gradient algorithms using statistical parameters is depicted in Table 3. Statistical
parameters, such as the standard error of estimates (SEE) and coefficient of determination (R2) were
employed to discriminate between the performance of the three algorithms. The ANN modeling
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using the Bayesian regularization algorithm resulted in the lowest SEE of 2.0526 × 10−17 obtained
from the predicted and the actual rates of CO production compared to the ANN-trained using the
Leven–Marquardt and scaled conjugate gradient algorithms. A high R2 > 0.9 was obtained for the
three algorithms indicating a strong agreement between the predicted rate of CO and the actual values.
Nevertheless, the ANN trained with the Leven–Marquardt algorithm displayed the highest R2 of
0.9992, which implies that the predicted rate of CO production is in closest agreement compared to the
other two algorithms. On the contrary, the ANN trained with the scaled conjugate gradient algorithm
produced the lowest SEE of 7.77 × 10−18 from the prediction of rate of H2 production compared to
Leven–Marquardt and scaled conjugate gradient algorithms. Although, all three algorithms used
for the ANN training resulted in high R2 > 0.9, the R2 of 0.992 obtained using the Leven–Marquardt
algorithm shows that the predicted and actual values of the rate of H2 production are in closer
agreement compared to the other two algorithms which have lower R2 values. Mia and Dhar [39]
compared the use of the Leven–Marquardt, Bayesian regularization, and scaled conjugate gradient
algorithms for the predictive modeling of surface roughness in hard turning under high-pressure
coolant using ANN. The results show that the Bayesian regularization-trained ANN presented the
lowest root mean square errors with R2 of 0.997.

Table 3. Statistical analysis of the ANN modeling using different algorithms.

Leven–Marquardt Bayesian Regularization Scaled Conjugate Gradient

rCO rH2 rCO rH2 rCO rH2

SEE 2.54 × 10−17 1.0607 × 10−17 2.0526 × 10 9.9084 × 10−18 2.80 × 10−17 7.77 × 10−18

R2 0.9992 0.9992 0.9726 0.9726 0.9565 0.9565

Model
Equation

Output =
1×Target + 0.0018

Output =
1×Target + 0.0018

Output =
0.95×Target + 0.0099

Output =
0.95×Target + 0.0099

Output =
0.9×Target + 0.019

Output =
0.9×Target + 0.019

3. Data Acquisition for ANN Modeling

Figure 9 shows the schematic representation of the stages involved in the data acquisition and
the ANN modeling of the rate of H2 and CO production. Basically, there are five stages involved,
from the data acquisition for the ANN to the prediction of the output. The data used for the ANN
modeling was obtained from experimental runs designed by employing a central composite design
(CCD). The input variables for the experimental design include CH4 partial pressure, CO2 partial
pressure, and reaction temperature while the rate of hydrogen (rH2) and rate of CO (rCO) production
were the output variables. Each of the output variables were obtained from the treatment combinations
of the three input parameters.
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3.1. Artificial Neural Network Configurations

The ANN is an artificial intelligent model that is developed to mimic the pattern of processing
information by the human brain [42]. The neural network configuration processes a large number of
interlinked units arranged in layers. The interlinked units are patterned after the human neuron and
they consist of the input layer, the hidden layers, and the output layers (also known as the target) [18].
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Each of the interlinked units have varying connection strengths, known as weights. The ANN functions
in such a way that each of the input signals is multiplied with the corresponding connection weights
to obtain a combined weighted hidden layer [43]. The combined hidden layers are subsequently
passed through an activation function which in turn generates the corresponding output. The Sigmoid
function represented in Equation (2) is the most commonly use form of an activation function [20].

f (Zi) =
1

1 + e−Zi
(2)

where Zi represents the summation of each of the hidden layers multiplied by an assigned weight
plus bias from each neuron in the previous layer. Just like the human brain, the neural network model
functions by exploring the non-linear relationship between the individual input and the target data.
Subsequently, the network model creates a predicted output with minimized error. For an incorrect
prediction, the weights are adjusted in a circle of iteration to produce an output with minimum error.

The manner of connection of the hidden neuron in an ANN is crucial to the performance of the
network model. The neuron can either be connected in such a way to give a feedforward signals
or a feedback signal. In this study, a feedforward ANN configuration is adopted due to its wide
applicability in the process industries [44,45]. The feedforward ANN is a multilayer perceptron with 2
13 2 2, 2 15 2 2, and 2 15 2 2 architectures for the Leven–Marquardt, Bayesian regularization, and scaled
conjugate gradient algorithms, respectively, as shown in Figure 10a–c. The input parameters to the
neural network include CH4 partial pressure, CO2 partial pressure, and reaction temperature, while
the target parameters are rate of H2 and CO production (Figure 10d). The parameters employed for
the ANN configuration are depicted in Table 4.

Table 4. Configuration parameters for the neural network architecture.

Configuration Parameters Leven–Marquardt Bayesian Regularization Scaled Conjugate Gradient

Algorithm Feed forward with 3 layers Feed forward with 3 layers Feed forward with 3 layers

Hidden layer size 1 1 1

Hidden neuron quantity 13 15 15

Output layer size 2 2 2

Output neuron quantity 2 2 2

Output layer neurons activation Pure linear Pure linear Pure linear

Training ratio 0.01 0.01 0.01

Epochs 5 1000 21

Training target error 0.001 0.001 0.001
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3.2. Network Training, Testing, and Validation

After applying the necessary configurations to the neural network and the data have been imputed,
it is expedient to apply the necessary algorithm for the network training. During network training, the
input data presented to the network are compared to the output unit, thereby adjusting the weight of
all units based on their errors for an improved prediction. In this study, the network was trained using
the Leven–Marquardt, Bayesian regularization, and scaled conjugate gradient algorithms [38,46,47].
The Leven–Marquardt training algorithm utilizes a damping factor which is self-adjusted during
each iteration in order to obtain the least error between the predicted and the actual values [38].
The Leven–Marquardt training algorithm has the advantage of attaining a very fast convergence.
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The Bayesian regularization training algorithm has the tendency to minimize the estimated errors
through an inbuilt objective function that contains a residual sum of squares and the sum of squared
weighs [40]. Hence, it is typical to obtain a good generalization model using the Bayesian regularization
training algorithm [38]. To minimize the errors, the weights in scaled conjugate gradient algorithms
are adjusted in the direction in which the network function performance is decreasing most rapidly.
More iterations are required for convergence using scaled conjugate gradient algorithms compared
to Leven–Marquardt and Bayesian regularization. Testing of the network provides an independent
measure of its performance during and after the training. While validation is a form of measuring
the network generalization and halting of training when generalization has stopped improving.
The training, testing, and validation of the network were performed using the neural network toolbox
in MATLAB 2019a (MathWorks Inc., Natick, MA, USA). The data were proportioned into 70%, 15%,
and 15% for training, testing, and validation of the network, respectively. The detailed network
architectures of the feedforward multilayer perceptron are depicted in Figure 3.

3.3. Evaluation of the ANN Performance

The accuracy of the ANN to predict the rate of CO and H2 production were measured using
parameters such as the mean square error (MSE) and the correlation coefficient (R) [27]. The MSE
defined in Equation (3) was used to measure the average squared difference between the predicted rate
of CO and H2 production and the actual values. The lower the MSE values, the more accurate the
ANN prediction.

MSE =
1
n

n∑
i=1

(
Yp −Ya

) 2
(3)

where n is the number of samples, Yp and Ya are the predicted and the actual values, respectively.
The correlation coefficient (R) defined in Equation (4) was employed to determine the strength of

the linear relationship between the predicted rate of CO and H2 production and the actual values.

R =
1

n− 1


∑

x
∑

y(x− x)(y− y)

SxSy

 (4)

where n is the number of samples, x and y are the sample means of all the x and y values. Sx and Sy

are the standard deviation of all the x and y values. An R value of 1 implies that a close relationship
between the predicted rate of CO and H2 production and the actual values exists, while an R value of 0
implies that a random relationship exists between the predicted rate of CO and H2 production and the
actual values.

4. Conclusions

In this study, the use of artificial neural network as a predictive model has been investigated.
Three algorithms, namely Leven–Marquardt, Bayesian regularization, and scaled conjugate gradient,
were employed to train the ANN for the prediction of the rate of CO and H2 production from methane
dry reforming catalyzed by Co/Pr2O3. The ANN predictive modeling was performed using datasets
obtained from central composite experimental design. Several architectures of the ANN were tested
using hidden neurons in the range of 1–20. The best ANN architectures were obtained using 13, 15,
and 15 hidden neurons for Leven–Marquardt, Bayesian regularization, and scaled conjugate gradient
algorithms, respectively. The training of the ANN model with the best neurons results in good
predictions of the rates of CO and H2 production using the three training algorithms. The R2 values of
0.9992, 0.9726, and 0.9565 obtained using the Leven–Marquardt, Bayesian regularization, and scaled
conjugate gradient algorithms, respectively, are an indication that the predicted rates of CO and H2

production were in good agreement with the observed values. However, the best prediction was
obtained using the Bayesian regularization training algorithm for the ANN model. This study has
demonstrated the use of ANN predictive modeling to investigate the functional relationship that exists
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between the process parameters in the production of CO-rich hydrogen by a methane dry reforming
reaction over a Co/Pr2O3 catalyst.
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