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ABSTRAK 

Pembangunan rangkaian komputer pada masa kini adalah sangat pesat. Perkara 

ini tidak dapat lagi dinafikan kerana setiap pengguna komputer di serata dunia perlu 

menyambungkan komputer mereka ke rangkaian Internet. Hal ini demikian menunjukkan 

bahawa penggunaan rangkaian Internet adalah sangat penting, sama ada ianya digunakan 

untuk tujuan kerja dan tugasan mahupun untuk mengakses ke akaun media sosial, 

contohnya Instagram, Facebook dan Twitter. Walaubagaimanapun, dalam pengunaan 

luas rangkaian komputer ini, secara tidak langsung, privasi pengguna komputer adalah 

dalam bahaya. Hal ini demikian disebabkan pengguna komputer tidak menitikberatkan 

sistem sekuriti dan keselamatan di dalam komputer mereka. Oleh sebab ini, penggodam 

akan menggodam dan membuat serangan rangkaian ke atas pengguna komputer dengan 

mudah. Hal ini demikian sangat bahaya, terutama sekali kepada organisasi penting kerana 

penggodam dapat melumpuhkan sistem atas talian dalam syarikat, mencuri maklumat-

maklumat sulit dan seterusnya mencuri wang syarikat secara atas talian tanpa disedari 

oleh mana-mana pihak. Antara serangan yang boleh dibuat termasuklah serangan 

penafian-perkhidmatan, serangan perdayaan dan phishing. Matlamat dalam kajian ini 

ialah untuk menggunakan alat anti-phishing dalam menghalang serangan sekuriti 

rangkaian di dalam satu organisasi. Dalam kajian ini, serangan phishing telah dikaji 

secara mendalam. Selepas kajian dibuat, cara yang telah diutarakan untuk menghalang 

serangan phishing ialah melalui pembelajaran mesin. Selain itu, kajian ini juga 

menunjukkan bahawa serangan phishing selalunya berhubung kait dengan serangan 

mesej spam. Mesej spam ini termasuklah email dan juga mesej SMS yang diterima dari 

pengguna. Dalam pembelajaran mesin, terdapat beberapa algorithma yang boleh 

digunakan dalam menghalang kedua-dua serangan ini. Algorithma Naïve Bayes, 

algorithma Pokok Keputusan dan algorithma Mesin Vektor Sokongan telah digunakan 

untuk menghalang serangan spam, dan juga serangan phishing daripada berlaku. Kajian 

algorithma ini dibuat secara mendalam dan cara-cara dalam melaksanakan algorithma ini 

telah dibincangkan secara mendalam dan lebih terpencil. Eksperiment juga telah 

dijalankan untuk set data yang diperoleh dengan menggunakan kaedah pembelajaran 

mesin. Keputusan telah diperoleh, di mana menunjukkan prestasi untuk kaedah 

pembelajaran mesin untuk setiap set data. 
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ABSTRACT 

The development of computer networks today is increased rapidly. This can be 

shown based on the trend of every computer user around the world, whereby they need 

to connect their computer to the Internet. This shows that the use of Internet networks is 

very important, whether they used it for work and assignment purposes, or for the access 

to social media accounts, such as Instagram, Facebook and Twitter. However, in this wide 

use of this computer network, the privacy of computer users is in danger. This is because 

some of the computer users do not install security system in their computer. This problem 

will allow the hackers to hack and commit the network attacks. This is very dangerous, 

especially to the important organizations because hackers can disable the online system 

in the company, steal confidential information and subsequently steal company money 

through online without being aware of any one. The attacks that can be made includes 

denial-of-Service attack, DNS spoofing attack and phishing attack. The goal of this study 

is to apply anti-phishing tools in preventing the network security attack in an 

organization. In this study, phishing attacks have been studied thoroughly. After a study 

has been made, machine learning method is used to prevent the phishing attack. Besides, 

the study also shows that phishing attack is always related to the spam attack, where there 

might be attached phishing link in the spam message. This spam message includes the 

email and the SMS message that received by the user. There are several algorithms that 

can be used in the machine learning method to prevent the both attacks. The Naïve Bayes 

algorithm, Decision Tree algorithm and Support Vector Machine algorithm has been used 

to prevent the spam attack, as well as the phishing attack. The study of this algorithm is 

made thoroughly and the methods in implementing this algorithm have been discussed in 

detail. The experiment is conducted for the datasets that obtained by using machine 

learning method. The results are obtained, showing the performance of machine learning 

method on each dataset. 
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CHAPTER 1 

 

 

INTRODUCTION 

1.1 Background of study 

Network security is the most important and critical issues that need to be 

considered and emphasized in the network, especially in an organization, such as offices, 

banks and clinics. Basically, network security is the authorization, commonly by using a 

username and password, which inhibit and monitor the unauthorized access and all the 

administrator event in the network (Pawar & Anuradha, 2015). 

It is important for the organization to maintain their security network to ensure the 

privacy and confidentiality of their employer data, as well as their employee data. This 

will ensure the data, especially the sensitive data, such as the employee information 

details, can be stored in the server safely.  For example, for us to access the online 

banking, we need to have an authentication to access our account. This can be done by 

providing the username and password in the login page of the online banking. 

Authentication is needed in this scenario so that our sensitive data would not be exposed 

to the unauthorized user or the hacker. 

Although there is implementation of the network security in an organization, but 

still there is network attack happened. The network attack that usually happen includes 

phishing, denial-of-Service attack and Domain Name System (DNS) spoofing. This 

attack will contribute to the financially and privacy loss to the victims. For example, when 

the hacker attacks sensitive information while the user using their online banking account, 

the attacker will use this information to retrieve back the victim’s account and then steal 

their money inside the account. This also can be applied to the office organization, 

whereby the hacker will gain the sensitive data and use it to commit online crimes, such 

as stealing the office’s money and the data of their employer over the Internet. 
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Phishing is one of the network security attack, which is the derivational of word 

‘Fishing’ by replacing the ‘F’ with ‘Ph’. Phishing is the act of imitate the genuine websites 

to collect the sensitive information from the victim and use it for committing crimes, such 

as illegal financial gain (Kaur & Kaur, 2015). This attack typically starts when the hacker 

sends an email that seems original to the victim and persuade them to update and verify 

their information by clicking the Uniform Resource Locator (URL) link in the email 

(Mohammad, Thabtah, & McCluskey, 2015). Usually, the phishing email will redirect 

the user to the infected website and asking them to provide their particular information, 

such as their personal details and bank account information, which will be used to hack 

the information whatever the user enter (Suganya, 2016). The phishing attack is always 

related to the spamming email that received by the victim. Those spam emails are also 

vulnerable to the phishing attack because some of the spam email may contain the link 

that will redirect the victim to the phishing websites. 

The phishing attack can be prevented using the machine learning method. 

According to Marsland (2015), machine learning is the modification or adaptation of the 

computer actions so that we can get the more accurate actions in the end. Besides, 

machine learning is also considered as computational complex since it will lead to 

produce algorithm. Based on the machine learning method, the prevention of phishing 

attack can be classified to several algorithm, which includes Decision Tree algorithm, 

Naïve Bayes algorithm and Support Vector Machine (SVM) algorithm (Smadi, Aslam, 

Zhang, Alasem, & Hossain, 2016). All the algorithms stated are used in classifying the 

spam email and the SMS messages datasets. This will show the performance of each of 

the algorithm, in terms of their accuracy. 

 

1.2 Problem statement 

After doing some research, there are some methodologies of overcoming the 

attack that has been found, which is already exists. Each of them has their own advantages 

and disadvantages respectively. The summary of the problems is tabulated in the Table 

1.1; 
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Table 1.1: Tabulation of the problem 

No. Problem Description Effect 

1 Classification of the 

phishing result is not 

accurate (Smadi et al., 

2016). 

The result that 

obtained after the 

test, which is the true 

positive and the false 

positive does not be 

considered.  

The result that obtained 

might not be correct and 

accurate. 

2 The level of 

performance of the 

method (Smadi et al., 

2016). 

The performance 

level of the method 

does not be 

considered when the 

method was used. 

The result of the test 

might take longer time 

to be obtain. 

 

1.3 Research goal and objective 

The goal of this research is to detect phishing attack. The objective of this study is stated 

as below; 

i. To study the issues of phishing attack. 

ii. To use machine learning method, which is Naïve Bayes algorithm, Decision Tree 

algorithm and Support Vector Machine algorithm in detection of phishing attack.  

iii. To evaluate the performance of machine learning method in detection of phishing 

attack. 

1.4 Scope of the research 

The scope of this research is listed as follow; 

i. The research is focus on the method on how to overcome the network security 

attack, which is machine learning method. 

ii. The network security attack will be observed thoroughly. 

iii. The dataset that will be use in this algorithm is the email message dataset and SMS 

message dataset, which contains spam and legitimate (ham) messages. 
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1.5 Significance of the research 

The significance of this research is listed as follow; 

i. Can reduce the number of phishing attack towards the computer user. 

ii. Give the knowledge and information about the methods that can prevent network 

security attack, which is phishing attack. 

iii. Increasing the awareness of the computer user with the network security issues, 

especially in the organization. 

1.6 Report organisation 

The structure of the research can be outlined as follow; 

i. Chapter 1: This chapter is a phase where before the other parts is explained, the 

general information about this research is stated. Background, problem statement, 

goal, objectives, scope and significance of this research is also being discussed. 

Basically, this chapter is important as the root from all chapter is based on the 

content inside it. 

ii. Chapter 2: In this chapter, the discussion on existing methods were discussed as 

well as the comparison of advantages and disadvantages between them. The 

details on the network security attack are also analysed and studied. 

iii. Chapter 3: Discussion in this chapter start with the research methodology which 

covered four fundamental steps followed by the review of datasets involved. The 

experimental environment including hardware and software that were used also 

studied. 

iv. Chapter 4: This chapter will discuss on the results of the experiment that tested 

on the datasets. Besides, the discussion is made thoroughly on the results of 

finding based on the experiment that have been done. 

v. Chapter 5: This chapter concludes the research. The discussion on the constraints 

and future work also was presented in this chapter.  
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CHAPTER 2 

 

 

LITERATURE REVIEW 

2.1 Introduction  

This chapter will discuss on the existing method that has been widely used to 

overcome the network attack in organization. The type of attack that will be focused in 

this study is phishing attack. Besides, machine learning method will be focused as the 

proposed method in this study. Based on machine learning method, there are three 

existing algorithms that have widely been used to overcome phishing attack, which 

includes Naïve Bayes algorithm, Decision Tree algorithm and Support Vector Machine 

(SVM) algorithm. A literature review in this study was presented from the basic 

information of all algorithms including the advantages and disadvantages of each 

methods.  

2.2 Phishing attack 

Phishing is one of the network security attack that is happen nowadays. It is the 

process where the attacker, which is the phisher, trying to get the sensitive information 

from the victim, by pretending that they are from the trusted organization in the Internet. 

According to Rathod & Pattewar (2015), phishing attack usually will be dispersed 

through the spam email. This email will be used by the phisher to steal the money and 

damage the social reputation of the victims. However, there are many methods that can 

be used to prevent the phishing attack. In this case, the method that will be choose is 

machine learning method. The are several types of machine learning method that will be 

discussed in this chapter, which includes Naïve Bayes algorithm, decision tree algorithm 

and Support Vector Machine (SVM) algorithm. 
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2.3 Existing Machine Learning Method 

There are three types of classifications of machine learning method that will be 

discuss. The three types of existing method which stated above are explain thoroughly as 

below. 

2.3.1 Naïve Bayes algorithm 

Naïve Bayes algorithm, which also known as Bayesian classifier is a group of 

classification algorithm based on the Bayes Theorem. This classification will shares 

common principle, where every characteristic that being classified is independent of its 

value among any other characteristics (Waldron, 2015). This algorithm will calculates a 

set of probability based on the combination and frequency of the values (T. R. Patil, 

2013). According to Kumar & Chaudhary (2017), the general equations for Bayes 

theorem can be expressed in equation (1); 

 
P(Y|x)P(x)

P(x|Y)=
P(Y)

  (1) 

where; 

P(x)  : independent probability of x: prior probability 

P(Y)  : independent probability of Y 

P(Y|x)  : conditional probability of Y given h: likelihood 

P(x|Y)  : conditional probability of x given Y 

According to Rathod & Pattewar (2015), Naïve Bayes classifier will use text 

classification method to filter the spam email of the victim. It will use the tokens, which 

represents as the words that use in the spam and non-spam email to calculate the 

probability of the email whether it is spamming email or not.  Thus, the concept for this 

algorithm can be expressed in the equation (2), (3), (4), (5), (6) and (7); 

 
Number of legitimate email

Prior probability of legitimate email = 
Total number of email

  (2) 

 
Number of spam email

Prior probability of spam email = 
Total number of email

  (3) 
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 Number of legitimate email in the vicinity of -email
Likelihood of -email given legitimate = 

Total number of legitimate email

X
X   (4) 

Number of spam mail in the vicinity of -email 
Likelihood of -email given spam = 

Total number of legitimate email

X
X   (5) 

Posterior probability of email being legitimate = Prior probability of legitimate email × 

Likelihood of email given legitimate

X -

X -
  (6) 

Posterior probability of email being spam = Prior probability of spam email × 

Likelihood of email given spam

X -

X -
  (7) 

Based on the equations above, the classification of the X-email whether it is spam 

or not can be made based on the value of the posterior probability that is obtained. The 

higher the value of the posterior probability, the more vulnerable the email is, which 

shows the probability of the email is spamming email.  

The performance results that obtained by using this algorithm are measured in 

terms of accuracy, error, time taken, precision and recall. There are also three datasets 

that used which is 1000 mails, 1500 mails and 2100 mails. Table 2.1 shows the 

performance measurement results of three datasets based on the four terms that stated 

above (Rathod & Pattewar, 2015). 

Table 2.1: The performance measurement 

Bayesian 

Classifier 

Accuracy 

(TP) (%) 

Error 

(TN) (%) 

Time 

(MS) 
Precision Recall 

Dataset 1 

(1000 mails) 

93.98 6.02 7834.0 0.93 0.95 

Dataset 2 

(1500 mails) 

94.85 5.15 12294.0 0.93 0.81 

Dataset 3 

(2100 mails) 

96.46 3.54 16546.0 0.95 0.87 

 

TP : True Positive 

TN : True Negative 

 

 Based on the performance measurement results, we can conclude that the higher 

the number of datasets, the higher the precision and accuracy percentage, the smaller the 

percentage of error rate. However, the time taken of the experiment to be completed will 

be longer as the number of datasets increases. 
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2.3.2 Decision tree algorithm  

Decision tree algorithm is the algorithm that belongs to supervised classification 

algorithm. This algorithm is used in solving the regression and classification problems 

and used to create a training model, which will predict class or value of target variables 

that summarized from the training data (Saxena, 2017a).  

Decision tree can be implemented by using some types of the algorithms. This 

includes Iterative Dichotomiser 3 (ID3) algorithm and C4.5 algorithm. According to 

Kozak & Boryczka (2016), ID3 will utilize the process for creating a decision tree in the 

“top-down” form. It has been proven a very useful method, but still it has huge number 

of constraint, which will cause this algorithm is inapplicabe in many real world situations. 

The C4.5 algorithm was develop to overcome this problem, and has been considered as 

the good solution when using a large size, missing and continuous variables data. 

C4.5 algorithm is a sucessor of ID3 algorithm and a decision tree algorithm that 

used to detect phishing websites, which are usually found attached inside the spam email. 

This algorithm are categorized as classification algorithm, which will involves two steps. 

The two steps that involved includes learning step and classification step (Akansha & 

Meenakshi, 2017). According to Yang, Yan, Yang, & Li (2017), the algorithm can be 

expressed in the equation (8), (9), (10), (11) and (12); 

 ( )21
( ) log

m

i ii
Info D p p

=
= −   (8) 

 ( ) ( )
1

| |

| |

v j

A jj

D
Info D Info D

D=
=    (9) 

 ( ) 21

| | | |
log

| | | |

v j j

A j

D D
SplitInfo D

D D=

 
= −   

 
   (10) 

 ( ) ( ) ( )AGain A Info D Info D= −   (11) 

 
( )

( )
( )A

Gain A
GainRatio A

SplitInfo D
=   (12) 
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where; 

D : training set of class-labelled tuple 

𝐷𝑗  : subset of D 

𝐶𝑖 : the class label of tupple (for i = 1, …, m) 

𝑝𝑖 : probability that a tuple in D belongs to class 𝐶𝑖 

|D| : the number of tuples in D 

According to Akansha & Meenakshi (2017), this algorithm is tested for the 

phishing detection by using WEKA tools. This test is based on the J48 optimized 

implementation of C4.5, which will generate a decision tree once the test is completed. 

The testing dataset that used contains 300 websites. Based on the test, it is found that 200 

websites are detected as phishing websites. The success rate and error rate that obtained 

is 0.826 and 0.173 respectively after prediction confusion matrix is generated. Thus, the 

accuracy of the classifier model that trained with 750 instances is 82.6%. 

This algorithm will provide a better result if there is higher number of rules, which 

will let the test dataset to be checked more accurately. Based on this statement, we can 

conclude that the higher the number of instances in training dataset, the more accurate 

decision tree is generated.  

2.3.3 Support Vector Machine algorithm 

The SVM algorithm, which is also known as SVM classifier is a machine 

algorithm which is mostly used in classification problems (Ray, 2017). It is also a 

supervised learning technique, whereby it will classifies the dataset that contains class 

labels and features (Saxena, 2017b). According to P. Patil, Rane, & Bhalekar (2017), 

SVM algorithm is a linear strong classifier, which can identify two classes label in the 

dataset. This algorithm will produce a set of hyperplanes, which the maximum marginal 

hyperplane will be considered at the end of the test. The SVM algorithm can be expressed 

in the equation (13) and (14); 

 2

1

1
min | |

2

n

i

i

w c 
=

+    (13) 

 ( ) 1      i i i iy wx b  −  −     (14) 
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where; 

i = 1, 2, …, n 

n : the dimensionality of the feature 

x : input vector 

w : the normal vector to the hyperplane 

C : capacity constant 

𝜉𝑖 : parameters for handling no separable data (inputs)  

 

Since the phishing websites is usually attached to the spam email, this algorithm 

will be suitable to help for the detection of the phishing websites that might attached in 

the mail. There are some attributes that used in this algorithm to detect the phishing 

websites. Table 2.2 shows the tabulation of the attributes and the significance of the 

attributes in this algorithm. 

Table 2.2: Tabulation of the SVM algorithm’s attribute and the significance of the 

attributes 

No. Attributes Significance 

1 Internet Protocol (IP) 

address 

The website is phasing if the IP address is used in 

domain name. 

2 URL length URL length that is more than 75 characters are 

considered as phishing websites. 

3 Shortening service Link shortened could confusing the user. 

4 Having ‘@’ symbol Websites that contains ‘@’ symbols are usually a 

phishing website. 

5 Double slash redirecting The website can be categorized as phishing website 

if there is ‘/1’ at the end of its address. 

6 Having sub domain Websites having more than 2 level and having more 

than 3 dots (domain within a domain), it could be 

phishing websites. 

7 URL of Anchor Phishing websites usually have different domains 

compared to legitimate website, where the anchor 

tag is connected to the same domain as the source 

code. 
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8 Links in tags It will lead to some infected websites. 

9 Abnormal URL It will extract from the database, and the main 

identity of the legitimate websites is in the URL. 

10 Age of domain Websites more than six months age can be classified 

as phishing websites. 

11 Page rank Phishing websites does have low page rank. 

12 Links pointing to page Phishing websites usually have links pointing to zip 

files that contains malware, which will be 

downloaded automatically to the computer. 

Source : P. Patil et al. (2017) 

2.3.4 Comparison among three existing algorithms 

Based on the three algorithms above, we can compare among them in terms of 

their advantages and disadvantages. Table 2.3 below shows the tabulation of the three 

algorithms including their advantages and disadvantages. 
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Table 2.3: Tabulation of the three algorithms to prevent the phishing attack. 

No. Algorithm Advantages Disadvantages Example Work 

1 Naïve Bayes 

algorithm 

• Has the ability 

to handle 

missing values 

by assimilating 

the overall 

opportunities of 

the missing 

values (Soofi & 

Awan, 2017). 

 

 

 

 

 

 

 

• Its simplicity and 

quick 

convergence. It is 

also an easy and 

straightforward 

method (Yasin & 

Abuhasan, 2016) 

• The NB 

requires a 

large space to 

store data due 

to its instance-

based nature 

where the NB 

stores all 

training 

samples in its 

process 

(Archana & 

Elangovan, 

2014) 

 

 

• The NB cannot 

learn about the 

interactions 

and 

relationships 

between the 

features in 

each sample, 

where it leads 

to the low 

accuracy 

(Yasin & 

Abuhasan, 

2016). 

• Email Spam 

Classification 

Using Naïve 

Bayesian 

Classifier 

(Sao & 

Prashanthi, 

2015). 

• Email 

Classification 

using 

Classification 

Method 

(Yitagesu & 

Tijare, 2016). 
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2 Decision tree 

algorithm  

• The model 

produced by 

Decision Tree is 

easy to be 

interpreted and 

understood 

because it 

produces simple 

IF–THEN 

statements. 

(Kim, 2016) 

• The Decision 

Tree is easy to 

be implemented 

compared to 

others.  

(Novaković, 

Strbac & 

Bulatović, 

2011) 

• The 

classification 

result of 

Decision 

Tree is low 

compared to 

another ML 

methods. 

(Soofi & 

Awan, 2017) 

• The Decision 

Tree is 

unable to 

deal with 

missing 

values. 

(Ghamisi, 

Plaza, Chen, 

Li & Plaza, 

2017) 

• Phishing 

Website 

Detection 

using C4.5 

Decision Tree 

(Yang et al., 

2017) 

3 Support Vector 

Machine 

(SVM) 

algorithm  

• The SVM is 

known for 

having higher 

accuracy in 

classification 

and its ability to 

classify data 

that is not 

linearly 

separable. 

(Yasin & 

Abuhasan, 

2016) 

• Hard to 

implement 

and handle 

the numerical 

variables in 

the 

classification 

problem. 

(Kim, 2016) 

• The 

parameter in 

SVM is 

sensitive 

• Detecting 

Spam and 

Phishing 

Mails using 

SVM and 

Obfuscation 

URL 

Detection 

Algorithm (P. 

Patil et al., 

2017). 
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• It is a robust 

model to solve 

prediction 

problems since 

it maximizes 

margin. (Byun 

& Lee, 2002) 

where it 

needs to be 

set correctly 

and will 

affect the 

classification 

accuracy if 

not set 

properly. 

(Soofi & 

Awan, 2017) 

 

2.4 Technologies 

Based on the three types of existing algorithm that have been explained above, 

there are some technologies are used for the algorithm to be implemented. The algorithm 

can be implemented by using several programming languages, such as Java programming 

language, C# programming language and Python programming languages. Each of the 

programming languages have their own advantages and disadvantages. Table 2.4 below 

shows the tabulation of the types of programming languages including their advantages 

and disadvantages respectively. 

Table 2.4: Tabulation of the types of programming languages. 

No. Programming 

language 

Advantages Disadvantages 

1 C# programming 

language 

• The programming 

language is a 

compiled 

language, which 

does not allowed 

the hacker to have 

access to the 

source code 

(Lysis, 2017). 

• It is only suitable in 

the Windows OS 

environment (Lysis, 

2017). 
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2 Java programming 

language 

• Simple 

programming 

language 

compared to other 

C derivatives 

programming 

languages (Bird, 

2015). 

• The programming 

language is usually 

reference to 

something else in the 

program, which 

sometimes cause the 

reference problem 

during runtime (Bird, 

2015). 

3 Python programming 

language 

• Large number of 

resources are 

available in this 

programming 

language 

(Sahouane, 

2016). 

• Slow and not a good 

choice of 

programming 

language in terms of 

memory intensive 

tasks (Sahouane, 

2016). 

 

2.5 Conclusion 

The comparison among the three types of algorithm has been discussed 

thoroughly above in terms of their performances, advantages and disadvantages. From 

the discussion, it shows that each of the algorithm has its own advantages, disadvantages 

and performances. However, all the algorithms above can be used in preventing the spam 

email and the phishing attack. 
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CHAPTER 3 

 

 

METHODOLOGY 

3.1 Introduction  

This chapter will focus on the phishing attack detection by using Naïve Bayes 

algorithm, Decision Tree algorithm and Support Vector Machine algorithm. The dataset 

that will be used in this study consists of two datasets, which is the email message and 

the SMS message dataset. This chapter will discuss the overall about the methodology 

that includes literature study, data collection, classification and performance 

measurement.  The discussion then followed by the timeline of the process related for 

this study. Besides, it will also include on the hardware and software that will be used in 

conducting this study. 

3.2 Methodology 

The research methodology of this study contains four fundamental steps. The 

steps that related in the research methodology is shown in Figure 3.1. The research 

methodology starts with literature study, data collection, classification and performance 

measurement.  Next, the discussion of each steps in the research methodology is 

presented. 

3.2.1 Literature review 

Based on the discussion on the previous chapter, there are three algorithms that 

can be used to detect the phishing attack, which is Naïve Bayes algorithm, Support Vector 

Machine algorithm and Decision tree algorithm. The classification of the datasets helps 

in detection of the spam content in the messages, which is usually contains phishing 

websites in it. The comparison between these three algorithms has been shown in 

previous chapter, which is in Chapter 2. Based on the comparison that made, each method 
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has their own advantages and disadvantages. The problem statement and objective of this 

study also has been discussed in Chapter 1. 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: The steps in the research methodology 

 

3.2.2 Data collection 

In this section, the collection of the data is made. The dataset that will be used in 

this study is the email messages and the SMS messages, which consists of spam and 

legitimate (ham) messages. This dataset is used for the training purposes (training set). 

The information of the dataset that obtained is discuss as below; 

 

 

 

START 

Literature study 

Data collection 

Classification 

END 

Performance measurement 
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3.2.2.1 Dataset 1 – The email Message 

The dataset 1 is the email messages that obtained from the GitHub website 

https://github.com/waleedalinizami/Spam-Detection-Using-Weka (Ali, 2017). The 

dataset contains 5180 instances and 2 attributes. According to Ali (2017), this dataset 

features contains a word or character what was frequently occurring in the email. The 

run-length attributes (55-57) in the email content measure the length of sequences of 

consecutive capital letters. The format of the dataset is in .ARFF file. 

3.2.2.2 Dataset 2 – The SMS Message 

The dataset 2 is the SMS messages that obtained from the Unicamp website 

http://www.dt.fee.unicamp.br/~tiago/smsspamcollection/ (Almeida & José María Gómez 

Hidalgo, 2011). The dataset contains 5574 instances and 2 attributes. According to 

Almeida & José María Gómez Hidalgo (2011), this dataset was collected from various 

sources, such as Grumbletext Web, NUS SMS Corpus and SMS Spam Corpus v.0.1 Big. 

The format of the dataset is in .ARFF file. 

The dataset will be pre-processed before it is ready to be classified. The process 

will include tokenizing. Tokenising is also known as lexical analysis, which involves in 

dividing the content of the text into the strings of the character, which known as tokens. 

Next, the data will be also converted from string to the word vector. According to Jayesh 

Bapu Ahire (2016), word vector is the vectors of numbers that represent the meaning of 

a word. Simply to said that the vector of numbers will represent each of the word for the 

message content in the dataset. The filtering techniques will be also implemented in this 

step, where the removal of symbols and white space is performed in this phase. After all 

the steps of data pre-processing is completed, the classification is ready to be done. 

3.2.3 Classification 

The classification of the word is now performed by using the Bayesian classifier 

(Naïve Bayes algorithm). This classification is to determine whether the messages is 

spamming or legitimate (ham) messages. This will use the testing result, which is the 

number of word frequency that detected as spam words and non-spam words. The Bayes 

classifier can be calculated by using the Equation (3.1) below; 

https://github.com/waleedalinizami/Spam-Detection-Using-Weka
http://www.dt.fee.unicamp.br/~tiago/smsspamcollection/
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P(Word/Spam) P(Spam)

P(Spam/Word) = 
P(Word)

  (3.1) 

where; 

P(Word) = P(Spam) P(Word/Spam) + P(NonSpam) P(Word/NonSpam) 

P(Spam/Word) : Probability that an email has word given the email is spam. 

P(Word/Spam) : Probability that the word appears in spam email. 

P(Word/NonSpam) : Probability that the word appears in legitimate email. 

P(Spam)  : probability that any given email is spam. 

P(NonSpam) : Probability that any given email is non-spam. 

 

The data set will be tested based on the word probability that found in the data 

set. This test will analyse the word in the messages, whereby the word that found inside 

the messages will be classify as spam word and non-spam word. It also will be 

considering the word frequency found in the data set. Once the amount of the word 

frequency is obtained, then the words can be classified by using Bayesian classifier. This 

classification process can be done by using WEKA software or using the Java API.  

Next, the classification of the word is continued by using the different algorithm, 

which is Decision Tree algorithm. This algorithm can be expressed in the equation (3.2), 

(3.3), (3.4), (3.5) and (3.6); 

 ( )21
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where; 

D : training set of class-labelled tuple 

𝐷𝑗  : subset of D 

𝐶𝑖 : the class label of tupple (for i = 1, …, m) 

𝑝𝑖 : probability that a tuple in D belongs to class 𝐶𝑖 

|D| : the number of tuples in D 

 

Basically, this algorithm will classify the words by generating the decision tree. 

Each node of the tree, the algorithm will choose an attribute in the data that can further 

split the samples into subsets. Each of the leaf node will represents a classification or 

decision. There are also some premises guide on this algorithm, which described below; 

a) The tree is a leaf if all the cases are of the same class.  

b) The potential information that provide by a test on the attribute and the gain in 

information that would result from a test on the attribute is calculated for each 

attribute. 

c) The best attribute to branch on will be find depending on the current selection 

criterion. 

Besides, Support Vector Machine algorithm will be used on the classification of 

the word. This algorithm can be expressed in the equation (3.7) and (3.8); 

 
2

1

1
min | |

2

n

i

i

w c 
=

+    (3.7) 

 ( ) 1      i i i iy wx b  −  −     (3.8) 

where; 

i = 1, 2, …, n 

n : the dimensionality of the feature 

x : input vector 

w : the normal vector to the hyperplane 

C : capacity constant 

𝜉𝑖 : parameters for handling no separable data (inputs)  
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This algorithm also known as a linear strong classifier, which would able to 

identify two classes label in a dataset. It will produce a set of hyperplanes and the 

maximum marginal hyperplane will be considered at the end of the experiment. Based on 

this study, the maximum marginal hyperplane may contain the spam or legitimate (ham) 

messages. 

Cross-validation method will be used in this study. The purpose of using this 

method is that to improve the accuracy of the classification of the datasets. There are 

many types of cross-validation process, which includes k-fold cross-validation and leave-

p-out cross-validation. The one that will be used is k-fold cross-validation. According to 

Gupta (2017), k-fold cross-validation is the process where the data will be divided into k 

subsets. Based on the k subsets, in each time, one of the k subsets is used as the test set 

and the other k-1 subsets are put together to form a training set. This will cut down bias 

as the classification are using most of the data for fitting. Besides, it will also cut down 

the variances as most of the data is also being used in test set. All the results that obtained 

will be recorded and the average of the result will be calculate. 

3.2.4 Performance measurement 

Based on the result that obtained, the performance measurement can be measured 

and evaluated. This performance measurement includes the time taken for the training 

time, the correctly classified instances, the percentage of correctly classified instances (or 

known as the accuracy percentage), the True Positive rate, False Positive rate and the 

precision rate. The accuracy of the result is the ability of the algorithm to classify the 

instances correctly. The precision rate of the result refers to how close the estimates from 

different samples are to each other. The both dataset classification results that obtained 

will be compared based on the performance measurement that stated above. The accuracy 

and precision can be calculated based on the Equation (3.2) and (3.3) below; 

 
TN+TP

Accuracy = 
TN+TP+FN+FP

  (3.9)  

 
TP

Precision = 
TP+FP

  (3.1) 
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where; 

TN : true negative (legitimate predicted as legitimate) 

TP : true positive (spam predicted as spam) 

FP : legitimate predicted as spam 

FN : spam predicted as legitimate 

 

3.3 Hardware and software  

There are some hardware and software that will be used for the phishing attack 

detection by using Naïve Bayes algorithm. Table 3.1 and 3.2 shows the hardware and 

software requirement and specification that will be used in this method for the training 

purpose respectively.  

Table 3.1: The hardware requirements and specification 

Hardware Specification 

Acer Aspire E-15 (E5-575G-58F1) 

Notebook PC 

Processor Intel Core™ i5 (7th Generation) 

Windows 10 Home Single Language 
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Table 3.2: The software requirements and specification 

Hardware Specification 

Microsoft Office Word 2016 Used to write the research report from 

Chapter 1 to Chapter 5. 

Mendeley Desktop Used to generate the citation of the 

articles, research paper etc. that used in 

this research. 

MathType 6.9b Used to generate the equation in the 

research report. 

Microsoft Project Professional 2016 Used to construct the Gantt Chart of this 

research. 

NetBeans IDE 8.2 Used to compile the Java code and run the 

test of the dataset. 

 

3.4 Gantt Chart 

In this section, the Gantt chart is created to show the suggested progress for the 

study. This is to ensure that the study can be conducted in an organized and proper way. 

Figure 3.2 to Figure 3.4 shows the Gantt chart of this study. 
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Figure 3.2: The Gantt chart from phase 1 to phase 2. 

 

Figure 3.3: The Gantt chart from phase 3 to phase 4. 
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Figure 3.4: The Gantt chart from phase 4 to phase 5.
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3.5 Implementation 

The implementation of this study starts with the dataset collection. The dataset 

that will be use in this study is the email messages and the SMS messages, which contains 

of spam and legitimate (ham) messages. This dataset may contain the phishing website, 

which lead to the phishing attack. The first dataset (the email message dataset) contain 

5180 instances and 2 attributes, whereas the second dataset (the SMS message dataset) 

contain 5574 instances and 2 attributes. After collecting the dataset, the cross-validation 

method is used to split out the dataset into 10 parts. The cross-validation method will be 

used is 10-fold cross-validation method. 

Next, the classification can be done by running the experiment each of the dataset 

that has been split out. The algorithm that will be used is Naïve Bayes algorithm. The 

Decision tree algorithm and the Support Vector Machine algorithm will be also used in 

classifying the datasets. The experiment will be run 10 times for each of the dataset. The 

result of each of the split dataset will be recorded. The experiment starts by running the 

Java coding in NetBeans.  

The process of the Java coding is that it will read the dataset, which is in .ARFF 

format. The dataset that is successfully read will then go through the pre-processing part. 

This part includes the filtering process of the data, which is eliminating the symbols and 

white space in the dataset. Besides, the word in the message will be converted to word 

vector. This process is one of the process of tokenization, where the word vector will 

represent the words in the dataset. The classification can be made once the pre-processing 

part of the dataset are finished. The dataset will be classified by using the algorithm that 

is set. 

After the experiment, the average reading of the result will be used to represent 

the result for each dataset. The criteria that will be collected includes the time taken for 

the training time, the correctly classified instances, the percentage of correctly classified 

instances (or known as the accuracy percentage), the True Positive rate, False Positive 

rate and the precision rate. This will be done for each of the dataset, which is the email 

message dataset and SMS message dataset. The reading of each the criteria that stated 

above will be displayed once the dataset has successfully classified. Figure 3.3 below 

shows the summarization of the steps that taken in the implementation phase. 
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Basically, the higher the value of accuracy, the more accurate the results be. This 

study suggested that the combination with the different algorithm can be made so that the 

accuracy of detecting the spamming messages can be improved. Besides, minimizing the 

number of instances in the test set could be help in improving the accuracy of the 

classification. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5: The summary of the implementation process. 

 

START 

Dataset is equally divided into 10 parts 

Dataset is ready to be tested 

Pre-processing the dataset 

Training the dataset 

Results is obtained 

Testing process is repeated for 10 times 

END 
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3.6 Conclusion 

Based on the discussion above, the research is focus on the phishing attack 

detection by using machine learning method. This algorithm consists of four fundamental 

steps, which includes the literature study, data collection, classification and performance 

measurement. Each of the steps have been discussed thoroughly. Besides, the Gantt chart 

also provided, showing the suggested progress of the study to be conducted. Finally, the 

implementation of this study, which discuss on how the classification of the dataset is 

perform by using Java coding in NetBeans, is also included in this chapter. 
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CHAPTER 4 

 

 

TESTING AND RESULT DISCUSSION 

4.1 Introduction 

This chapter will discuss on the implementation of the spam detection by using machine 

learning method, which is Naïve Bayes algorithm, Decision tree algorithm and Support Vector 

Machine algorithm. The testing involves two datasets, which consists of email message dataset 

and SMS message dataset. The results are produced by conducting the experiment. These 

results will be collected and compared between the two datasets. The results are tabulated so 

that comparison can be made.   

4.2 Results 

The experiment was conducted by using machine learning methods, which were Naïve 

Bayes algorithm, Decision tree algorithm and Support Vector Machine algorithm. After doing 

the experiment, the results are obtained for both datasets. It shows different reading on the 

several aspects such as the number of correctly classified instances and the time taken for the 

experiment conducted.  

4.2.1 Dataset 1: The email messages 

The dataset 1, which is the email message, has been experimented by using the both 

algorithms. The results are obtained and tabulated. Table 4.1 shows the tabulation of the result 

that obtained. 
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Table 4.1: Tabulation of the result of dataset 1 

                Evaluation  

                Criteria 

 

 

Classifier 

Training time 

(minutes) 

Correctly 

classified instances 

(out of 5180) 

Average 

percentage of 

correctly classified 

instances (%) 

TP Rate 

(Average) 

FP Rate 

(Average) 

Precision 

Naïve Bayes  

algorithm 

01:23 4990 95.6646 0.964 0.037 0.965 

Decision Tree  

algorithm 

01:45 5079 98.0502 0.980 0.019 0.981 

Support Vector Machine 

algorithm 

00.13 5180 100 1 0 1 
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Based on the result, the training time takes longer on the Decision tree algorithm 

compared to the Naïve Bayes algorithm. Besides, the total number and the percentage of 

instances that correctly classified shows Decision tree algorithm has better performance if 

compared to Naïve Bayes algorithm. This trend is also followed by the TP Rate and the 

precision reading. Since the Decision tree algorithm shows higher TP rate, the FP rate of this 

approach is smaller if compared to the Naïve Bayes algorithm. However, there is 100% 

correctly classified instances if the Support Vector Machine algorithm is used. The time taken 

for the classification in this algorithm also shows the shortest among them. Figure 4.1 below 

shows the bar chart of the percentage based on the results; 

 

Figure 4.1: Graph of percentage of correctly classified instances based on Dataset 1 

 

Based on the result that obtained above, overall, it shows that the dataset that tested is 

better when using the Support Vector Machine algorithm compared to Decision tree algorithm 

and Naïve Bayes algorithm.  

4.2.2 Dataset 2: The SMS messages 

The dataset 2, which is the SMS message has been experimented by using the both 

algorithms. The results are obtained. Table 4.2 shows the tabulation of the result that obtained. 
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Table 4.2: Tabulation of the result of dataset 2 

                Evaluation  

                Criteria 

 

 

Classifier 

Training time 

(minutes) 

Correctly 

classified instances  

(out of 5574) 

Average 

percentage of 

correctly classified 

instances (%) 

TP Rate 

(Average) 

FP Rate 

(Average) 

Precision 

Naïve Bayes  

algorithm 

00.10 5515 98.9415 0.990 0.041 0.989 

Decision Tree  

algorithm 

00.18 5395 96.7887 0.967 0.172 0.967 

Support Vector Machine 

algorithm 

00.07 5573 99.8205 0.998 0.010 0.998 
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Based on the result above, the training time takes longer on the Decision Tree 

algorithm compared to the Naïve Bayes algorithm. However, the total number and the 

percentage of instances that correctly classified shows Naïve Bayes algorithm has better 

performance if compared to Decision tree algorithm. This trend is also followed by the 

TP Rate and the precision reading. Since the Naïve Bayes algorithm shows higher TP 

rate, the FP rate of this approach is smaller if compared to the Decision tree algorithm. 

The Support Vector Machine algorithm shows that it has the shortest time taken among 

them. The percentage of the instances that correctly classified also shows that it is the 

highest percentage among them. Figure 4.2 below shows the bar chart of the percentage 

based on the results; 

 

Figure 4.2: Graph of percentage of correctly classified instances based on Dataset 2 

 

Based on the result that obtained above, overall, it shows that the dataset that 

tested is better when using the Naïve Bayes algorithm compared to Decision tree 

algorithm.  
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4.3 Discussion 

The results that obtained are interpreted and compared. From the results, in this 

experiment, it shows that different dataset has different performance level and accuracy 

level. For example, based on the dataset 1, the dataset takes longer time for the classifier 

to classify the dataset whether it is a spam, ham or norm. However, there is only shorter 

time for the dataset 2 to be tested using this both algorithms. This is because the content 

of the dataset 1 is huge in the number of words of each instance, whereas dataset 2 only 

contains small number of words of each instance. This will cause the classifier to take 

time much longer in analysing the content of the words in the dataset 1 compared to 

dataset 2. This statement also supported by Mack (2018), where the size of the dataset 

and the number of attributes in a data will affects the time taken for the classification to 

complete. Figure 4.3 and Figure 4.4 shows the graph showing the time taken for the both 

datasets that classified by using Naïve Bayes algorithm, Decision tree algorithm and 

Support Vector Machine algorithm respectively.  

 

Figure 4.3: Graph of time taken for the classification of dataset using Naïve Bayes 

algorithm. 
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Figure 4.4: Graph of time taken for the classification of dataset using Decision Tree 

algorithm. 

 

 

Figure 4.5: Graph of time taken for the classification of dataset using Support Vector 

Machine algorithm. 
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For the performance based on the previous research, each of the datasets has a 

different performance level if compared to this study. Table 4.3 and 4.4 shows the 

tabulation of the results for dataset 1 and 2 based on the previous research. 

Table 4.3: Tabulation of the results based on the previous research (Metsis, 

Androutsopoulos, & Paliouras, 2006) 

Naïve Bayes version Average percentage correctly classified 

instances (%) 

Flexible Bayes 95.99 

Multi-variate Gauss NB 92.32 

Multinomial NB (TF attribute) 97.13 

Multi-variate Bernoulli NB 96.52 

Multinomial NB (Boolean attribute) 97.53 

 

Table 4.4: Tabulation of the results based on the previous research (Almeida, Hidalgo, & 

Yamakami, 2011) 

Classifier Average percentage correctly classified 

instances (%) 

Naïve Bayes algorithm 92.70 

Decision tree algorithm 95.00 

Support Vector Machine algorithm 97.64 
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Based on the previous research results in Table 4.3, the study uses different types 

of Naïve Bayes algorithm approach by using dataset 1. The results of each approach will 

be different. If compared to this study, in dataset 1, the Naïve Bayes algorithm achieves 

95.6646% of the correctly classified instances. There is a slightly difference if compared 

to the previous research results. This is due to the approaches that used on the Naïve 

Bayes algorithm itself. We can say that different approaches had different performance 

level.  

Besides, in dataset 2, it shows that the Naïve Bayes algorithm shows better 

performances compared to the Decision Tree algorithm. However, if the results obtained 

in this study are compared with the previous research (Almeida et al., 2011) based on 

Table 4.4, it was found out that the Decision Tree algorithm achieve the high accuracy 

compared to Naïve Bayes algorithm. This is because the previous research is using 

combination of the algorithm with the tokenization to improve the accuracy result of the 

classification. The tokenization that used is that it considers the separation of the words 

in the dataset, such as blanks, tabs and commas as the tokens. This will preserve other 

symbols that may help to separate spam and legitimate message. It can be simply said 

that the tokenization approach that used in the previous research is different compared to 

this study. However, the level of performance for the Support Vector Machine algorithm 

is maintained compared to the other two algorithms, which achieve the highest percentage 

of the correctly classified instances. 

Next, the use of filter for the dataset pre-processing, which is StringtoWordVector 

filter may also contribute to the accuracy reading for the classification. 

StringtoWordVector is the assumption that made where the document text in an attribute 

of type String is a nominal attribute (Witten, Frank, Hall, & Pal, 2016). It is a kind of 

filter that found in WEKA, where it is simply makes the attribute value in the transformed 

dataset 1 or 0 for all single-word terms, depending on whether the word appears in the 

document or not. The assumption on the words in the dataset may cause the accuracy 

result to be different from the previous research. This can be shown if the experiment is 

conducted on dataset 1 when there is no StringtoWordVector filter in it by using WEKA 

software. The classifier that used will be the Multinomial Naïve Bayes. It shows the 

reading that only 2.5% can be correctly classified. 
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4.4 Conclusion 

Based on the experiment that conducted, it shows that different algorithm had 

different performance level and accuracy. However, there are several aspects that need to 

be consider in conducting the experiment. This includes the use of filter in preparing the 

datasets or can be known as pre-processing the datasets and the amount of word count of 

each instances in the dataset. This may also contribute to the performance level and the 

accuracy of the classification. 
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CHAPTER 5 

 

 

CONCLUSION 

5.1 Concluding remarks 

Machine learning method is one of the methods in detection of the phishing attack 

as well as the spam attack. In this research, three algorithms in the machine learning 

method are used, which is Naïve Bayes algorithm, Decision Tree algorithm and Support 

Vector Machine algorithm. The detection will classify the word content in the dataset. 

From the result that obtained, it shows the performance of the algorithm in each of the 

dataset. The performance criteria includes the time taken for the training time, the 

correctly classified instances, the percentage of correctly classified instances (or known 

as the accuracy percentage), the True Positive rate, False Positive rate and the precision 

rate.   

There are four main steps that related in this study. The step includes literature 

study, data collection, classification and the performance measurement. The dataset is 

trained by using the three of the algorithms, which is done by running the Java coding in 

NetBeans. Before the classification starts, the data is pre-processed in order to get an 

accurate result. The words that contained in the messages will be converted into string 

vector. This step uses StringtoWordVector filter, which categorized as unsupervised filter 

that can found in the WEKA classifier. The Java API for WEKA is installed for the filter 

to be used in the Java coding. The classification started once the data pre-processing 

finished. The results of the classification are generated. The results than will be compared 

and discussed. 
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5.2 Research constraints and challenges 

There are few constraints faced during the experiment conducted. First, the 

accuracy level obtained in this study is different compared to the previous research. This 

is because the different method of data pre-processing method that used in this study. 

Besides, the longer time taken needed for the classifier to classify the words in the dataset. 

This may affect the performance level of the algorithm that used in classification of the 

datasets. The timing constraints also need to be taken in consideration. There is a limited 

time to study the performance of the classifier, which is the algorithms that used. 

5.3 Future work 

The results that obtained are interpreted and compared. From the results, in this 

experiment, different method used in pre-processing the dataset will affect to the accuracy 

level of the classification. This need to be consider in the future time so that the level of 

the accuracy of the classification can be maintained and optimized. This study suggests 

that the classification of the spam message can be go through in detail so that the phishing 

attack can be prevented in the network environment, especially in huge organization. 
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