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"Abstract—In gene expression studies missing values have 

been a common problem. It has an important consequence on the 

explanation of the final data. Numerous Bioinformatics 

examination tools that are used for cancer prediction includes 

the dataset matrix. Hence, it is necessary to resolve this problem 

of missing values imputation. Our research paper presents a 

review of missing values imputation approaches. It represents the 

research and imputation of missing values in gene expression 

data. By using the local or global correlation of the data we focus 

mostly on the contrast of the algorithms. We considered the 

algorithms in a global, hybrid, local, and knowledge-based 

technique. Additionally, we presented the different approaches 

with a suitable assessment. The purpose of our review article is to 

focus on the developments of current techniques. For scientists 

rather applying different or newly develop algorithms with the 

identical functional goal. We want an adaptation of algorithms to 

the characteristics of the data". 

 

Keywords: Missing Value Imputation, Gene Expression Data, 

Microarray Data, Cancer Informatics, Computational 

Intelligence 

I. INTRODUCTION 

The microarray method has been an essential tool used by 

several scientists to study the appearance of different genes 

in a specific organism [3]. Microarray technology is 

important in the field of genetics because the micro 

dimension of the chips used in this technology [1] can 

contain a large number of genes necessary for wide gene 

expression studies [2]. Microarray technology agrees to 

sample information development, where a full statistical 

understanding can be helpful in gene regulation and 

expression detection. Microarray technology is used in 

cancer studies for appropriate gene detection and analysis. 

Furthermore, the effects of cancer drugs can also be detected 

using this technology [4]. Microarray technology has also 

found applications in different fields, such as microbiology, 

virology, and immunology [5][6]. Data investigation is a 
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tedious work Bioinformatics microarray because the dataset 

contains uncharacterized variable that needs interpretation 

as well [7]. During the analysis of gene expression, the 

problem of missing values (MVs) is always encountered; 

however, MV is considered inconsequential if the rate is < 

1%, and controllable when it is between 1-5%. At 5-15%, 

complex systems are required to handle the imputation and 

when >15%, the estimation will be strongly affected. 

Several explanations have been given for the occurrence of 

MVs and most of them involve the presence of artifacts, 

hybridization failures, and low-resolution on the microarray 

[8]. 

Missing values in a dataset have been shown to severely 

affect analysis, as well as having a great effect on studies 

such as genes classification (supervised & unsupervised), 

detection of differently expressed genes, as well as 

establishment of gene regulation networks [9]. Additionally, 

complete dataset with no missing value and low noise is 

required in most feature selection algorithms for the 

selection of the target features during feature selection 

model construction [10]. The performance of algorithms 

such as SVM, SVD, and PCA is strongly affected by MVs 

in datasets [11].With the recent advancement in algorithms, 

the issue of MV can be solved via MVs approximation 

(MVA) such that the important genes can be preserved. This 

is important in the initial detection of specific genes for 

specific classes [12]. Thus, MVA seems to be an alternative 

low-cost choice. The estimation of MVs in data can be done 

via computational techniques rather than repeating the 

whole microarray experiments. As per previous reports, the 

level of MVs can be increased during inclusive detection or 

data scrutiny [13]. In the biomedical field, several 

mathematical models have been proposed and developed 

[14] for use in different fields of biomedical research [14]. 

The estimation of the MVs percentage requires a complete 

dataset with no missing value. Sometimes, the MVs in gene 

expression data is estimated using incorrect values and this 

has a serious influence on disease-related genes detection. 

Thus, there is a high chance of discarding useful genes, 

especially when there is disturbance in ranking of significant 

genes [15]. Being that microarray experiments usually 

involve gene expression data that are newly identified, 

repeating of the microarray investigation may not provide 

the correct expectation.  

Many cancer patient data exists for the building of cancer 

prediction algorithms; however, they still depend on pre-

processed raw data with MVs using ancient techniques and 

always reliant on a k-nearest neighbor [40].  
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Gene expression profiles replication allows development 

in the preprocessing stage and this has been the basis for 

cancer estimation. In the initial methods, rows that contain 

MV are eliminated, imputing MV with median or regular 

row values and changes the MVs with zero [16]. It is not 

appropriate to fill in the MV spots with average values or 0 

because it introduces bias since the association of the data is 

not considered.  

The main goal of this work is to provide an overview of 

the most recent MVI approaches based on gene expression 

data. Moreover, this work provides analysis of different 

algorithms as considered from different perspectives, such 

as global, hybrid, local, and knowledge-based techniques. 

The main purpose of this review is to help researchers by 

providing analysis of the current techniques and algorithms 

with respect to data characteristics. This work is organized 

as follows; Section 2 provides an overview of MV 

imputation algorithms. The evaluation of algorithms in 

terms of performance is provided in Section 3 while the 

summary of the limitations is provided in Section 4. Section 

5 presents the conclusion.. 

II. REVIEW MISSING VALUES IMPUTATION 

ALGORITHMS 

The software in the initial MVI techniques works in 

microarray data imputation, with the data based on statistical 

scrutiny while data’s natural evidence is not considered. 

However, imputation procedures in the current imputation 

methods are designed based on information sourced from 

microarray data [17]. The missing value imputation (MVI) 

approaches are categorized into three, which are parameter 

estimation technique, pairwise deletion technique, and 

imputation techniques [18]. The issue of MVs can be 

resolved using four different [19], including KNN 

imputation (KNNI), mean imputation (MI), median 

imputation (MDI), and case deletion (CD).  Regarding CD, 

it works by eliminating all instances that have MVs. It 

exchanges the MV of any instance by computing the mean 

of all the known values of that attribute. The MDI uses the 

median of the attribute values to determine the consistency 

rather than the mean due to the influence of outliers on the 

mean. For the KNNI method, a distance function is used to 

determine the similarity of 2 instances; the MV is imputed 

by establishing the furthermost illustrations parallel to the 

instance of interest [20]. The MVI approaches are classified 

into 2 basic types as “generic statistical (GS) approaches & 

application-particular alterations”. The GS technique 

includes methods such as mean imputation hot deck 

imputation, model-based imputation, as well as multiple & 

cold deck imputation. For explanation of gene expression 

data imputation, quality matters are normally considered. 

The existing imputation algorithms are categorized into 4 

types based on the information type used. These categories 

include global, local, hybrid, & knowledge-based 

techniques. Table 1 presents a list of the categories of 

imputation algorithms. 

 

 

 

 

Table 1. List of Missing Values Imputation Based on the 

Categories 

Algorithms Year Category 

SVDimpute 2001 Global 

BPCA 2003 Global 

MICE-CART 2010 Local 

KNNimpute 2001 Local 

GMCimpute 2004 Local 

LLSimpute 2005 Local 

SLLSimpute 2008 Local 

CMVE 2005 Local 

AMVI 2008 Local 

ABBA 2010 Local 

LinCmb 2005 Hybrid 

HPM-MI 2015 Hybrid 

FCM+GA 2015 Hybrid 

HPF 2015 Hybrid 

AR-ANN 2015 Hybrid 

POCSimpute 2006 Knowledge 

GOimpute 2006 Knowledge 

HAIimpute 2008 Knowledge 

2.1. Global Approache 

In the following segment, the algorithms execute missing 

values approximation founded on global correlation material 

resulting by the whole data matrix. The imputation becomes 

less accurate when the algorithms take up the existence of a 

global covariance organization in all genes, samples and 

also if the genes show identical structures. Global approach 

based algorithms are singular value decomposition (SVD) 

[21]and Bayesian principal component analysis [22]. 

2.2.  Local Approach 

In this approach, within the data set the algorithms shows 

the only local correspondence arrangement for computing 

missing values imputation. The subgroups of genes that 

show a high correlation through the genes are used to 

calculate the missing values in the gene. The well-known 

and initial algorithms in this procedure are local least square 

imputation (LL Simpute) and K nearest neighbor (KNN). 

MICE-CART is familiar as multiple imputations by chained 

equations (MICE) and classification and regression trees 

(CART) is a nonparametric method done by [23]. One of the 

related work has decided to perform multiple imputations 

through chained equations using sequential regression trees 

as the conditional models[24]. While capturing complex 

relations of the data it is applied to decrease the practice of 

limitation and imputing tuning. Among the target gene with 

missing values and the k nearest reference genes to impute 

the missing values, KNN imputation uses pairwise 

information. 

It is recognized that KNN impute achieves tremendously 

well when robust correlation founds between genes in the 

data. Gaussian mixture clustering (GMC) is capable to 

practice extra global correlation information even though it 

is considered as local approach algorithm [25]. In this 

algorithm, the data is clustered into S components. Gaussian 

mixtures using the S estimates of the missing values and EM  
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"algorithm are component that obtains the final estimated 

missing values. In the data, GMC impute utilizes the local 

correlation information through a mixture of components.  L 

Local least squares imputation practices multiple regression 

models to impute missing values[26]. This method has been 

recognized to be marginally competitive associated with 

KNN impute and considerable further difficult than BPCA. 

Sequential LL Simpute (SLL Simpute) is an extension from 

LL[27].Simpute algorithm where this method implements 

imputation sequentially by establishment from the gene with 

minimum missing rates and the imputed genes are then 

recycled for imputation of other genes. Due to the fact of the 

reusability of the genes with missing values SLLS impute 

shows better performance than LL Simpute. To improve the 

final estimation collateral missing value imputation 

(CMVE) technique uses the idea of numerous similar 

estimations of missing values [28].On many datasets 

involving ovarian cancer and yeast sporulation time series 

data CMVE[28] . has been able to produce better accuracy 

in normalized RMS error (NRMSE) related to BPCA, KNN 

and L Simpute. By using Monte Carlo simulation for the 

determination of ideal number reference genes K 

Ameliorative missing value imputation (AMVI) has 

enhanced over CMVE [29]. Strong dependency among 

observations is displayed by time-series expression profiles. 

For binary matrices, Adaptive Bicluster-Based Approach or 

ABBA is a missing values estimator[30]. For better 

understanding and practice the complication of the 

algorithm itself has been decreased yet the amount of 

parameters alteration that can be achieved is lifted. 

However, when the rate of missing values is much higher 

than normal the algorithm has been verified by [21] and 

shows much better than KNN. 2.3.  Hybrid Approach For 

heterogeneous data sets, the local correlation among genes 

are dominant and local imputation methods such as KNN 

impute or LL Simpute performs better compared to BPCA 

or SVD impute. This displays that the correlation structure 

in the data affects the performance of the imputation 

systems. Although for homogeneous data, global methods 

such as BPCA or SVD impute would implement improved 

by capturing global correlation material in the data. There 

are numerous hybrid methods for missing values imputation 

like HPM-MI. By using best imputation methods, it 

considerably enhanced data quality. It uses 11 different 

missing values imputation methods. HPM-MI combines the 

K-mean clustering with Multilayer Perceptron and selects 

the best clusters among the results.  Class labels of given 

data are validated by using K-means clustering. This is a 

hybrid prediction model for medical data. After extensive 

examination of eleven imputation methods uses the best 

imputation technique [28].For the expression of genes, we 

use specific linear topology. This topology has a state of 

transition and self -transition to the next state. At the start of 

each chain, we have a special start state. We interpret the 

results as follows expression close to background level is 

shown by expression value near zero, the value above zero 

shows overexpression or up-regulation and below zero value 

shows under expression or down-regulation. For example, a 

linear HMM with two emitting states the first one with a 

zero mean emission and the second is with a one mean 

emission, typically shows up-regulation prototypical 

behavior [31]. FCM+GA are an abbreviation of Fuzzy C-

means based imputation + genetic algorithm. This is based 

on inductance loop detector outputs. Using the weekly 

resemblance among data vector-based data structure 

transformed into the matrix-based data pattern. Hence the 

genetic algorithm is used to optimize the membership 

functions and play a central role in the FC model. The fuzzy 

C is a hybrid method. Fuzzy C imputation method is 

combined with the genetic algorithm to estimate the missing 

values in data [32]. This method is mostly used in pattern 

recognition. This method has the advantage of giving the 

best modeling results. The scientists fix weighting exponent 

(m) to a conventional value of two which is not suitable for 

all applications.The iterative search approach used to get an 

optimal number of clusters, find the optimal single-output 

Sugeno type. Fuzzy Inference System (FIS) model is used to 

gives a minimum least square error by improving the limits 

of the subtractive clustering algorithm among the actual data 

and the Sugeno fuzzy model. The two methods are proposed 

when the number of clusters was optimized weighting 

exponent (m). These two approaches are namely, the 

iterative search approach and genetic algorithms. These 

methods were tested on the data from the original function. 

The fuzzy models are found with least error among the real 

data and fuzzy model [32]. FCM allows feature vector to 

belong to all clusters with a fuzzy truth value (between 0 

and 1). The algorithm assigns feature vector to clusters 

based on maximum feature vector weight over other 

clusters. HPF is a hybrid approach. To avoid the intervals 

determined by altered cluster material this hybrid method is 

used. This is helpful in improving the clustering 

performance[33]. This algorithm uses the global 

optimization. To calculate membership information, the 

cluster prototypes and the gradient-based FCM is used. HPF 

Hybrid approach utilizes the global optimization capability 

of particle swarm. Another method used for missing values 

imputation. It handles the nonlinearity issues. The input 

layer structure of ANN was determined by using the AR 

model. The hybrid AR-ANN method used to analyze the 

imputation of missing values [34].Before AR modeling to 

deal with missing values in wind speed time series data sets 

deletion will be used. This also shows the nonlinearity of 

wind speed data. Use of the multilayer feed-forward back 

propagation neural network for time series forecasting was 

supported by the ANN toolbox in MATLAB software. To 

create the most appropriate ANN structure, types of hidden 

and output layers and other requirements were necessary. 

Hence determine the training functions and the transfer 

functions. Transfer functions are tan-sigmoid that generates 

nonlinear outputs among -1 and +1.  The log-sigmoid 

generates nonlinear outputs between 0 and 1 and linear 

whichgenerates linear outputs between -1 and +1. It is 

important to select a suitable function to obtain the best 

results.The best training functions for backpropagation 

algorithms are Levenberg-Marquardt and Bayesian 

regularization. To create an applicable ANN the number of 

neurons must be measured correctly in hidden layer "[35]. 
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2.4.  Knowledge Assisted Approach 

"In this method, the incorporation of domain information 

or outside data into the missing values imputation procedure 

is present. The imputation accuracy is expressively 

improved with the use of domain knowledge associated with 

data-driven method particularly for data sets with high 

missing rate, a small number of samples and noisy. The 

correlation information between genes and arrays are 

exploited when the missing values imputation for Projection 

onto convex sets (POCS) is a flexible set-theoretic structure 

[36]. POC Simpute performs local least square regression to 

capture gene-wise correlation. It also performs PCA 

imputation to capture array-wise correlation, capture 

synchronization loss restricts the squared power of the 

expressions profiles.Using POC Simpute best solution can 

be obtained irrespective of global or local correlation 

structure prevalent in the data. This is due to the final 

solution constantly dominated by smallest yet furthermost 

consistent constraint set though adequate larger yet less 

reliable constraint sets. Functionally correlated genes are 

probable to express in a modular fashion through a higher 

degree of concerted responses to certain stimuli [37].For 

gene function classification Gene ontology (GO) is a well-

accepted standard[38]. It has three independent ontologies 

that describe gene product in terms of related biological 

processes, molecular functions (MF) and cellular 

components [39].GO increases the imputation accuracy. 

This is proven in the investigation that when the number of 

experimental situations is small, or the ratio of annotated 

genes is large and at higher rates of missing values.To 

improve the precision of missing values approximation 

Histone acetylation information aided imputation 

(HAIimpute) combines histone acetylation information into 

KNNimpute and LLSimpute [28]. HAIimpute uses the mean 

expression of genes from all the clusters to form the pattern 

expression. By fitting a linear regression model, the missing 

values are then found among the gene and pattern 

expressions. The final estimations of the missing values are 

assumed by a convex combination of linear regression 

imputations and secondary imputation, which is using 

KNNimpute and LLSimpute. The author proves by the 

experimental results that HAIimpute reliably develops the 

KNNimpute or LLSimpute that indicates the imputed genes 

shows a better correlation with the original complete genes." 

III.PERFORMANCE EVALUATION & RESULTS 

Assessment of the algorithm imputation results is a 

critical step for algorithm reliability, performance, and 

accurate comparison. For missing values imptation there are 

two main validation types. These are internal validation and 

external validation. The performance indices are computed 

among the imputed and the known original values for the 

validation of the algorithms in internal validation. This 

validation also uses information from the dataset. While, for 

external validation, the validation is prepared by following 

biological analysis for assessing the imputation effects. 

External validation usually uses the knowledge assembled 

externally rather than internal data information. The lists of 

comparative validation methods are shown in table 2. 

 

Table 2. Performance Evaluation Methods for Missing 

Values Imputation Algorithms 

Validation Type 

Internal Validation 

NRMSE or Variants of it 

Pearson Correlation 

Preservation of differentially expressed 

genes 

Preservation of prediction / 

classification problem 

External Validation 

GO enrichment 

Presence of biologically relevant genes 

3.1.  Internal Validation 

By computing the normalized root mean square error 

(NRMSE) the missing values imputation algorithms are 

done. For the lower values with NRMSE, the imputation 

algorithm is more precise. 

The NRMSE is defined as: 

 
If the kth experiment is for gene gi, and g the gik denotes 

the value and  denote the true value and imputed value 

correspondingly. 

3.2.  External Validation 

The validity of the imputation algorithms is determined 

by external information such as pathway information and 

functional annotations. The biologist researches about the 

term GO that is considerably enriched between the genes. It 

is then useful to characterize the functional roles of the 

genes under the research. For each GO terms t the 

enrichment P-value is calculated using this formula for each 

cluster: 

 
The number of genes in the cluster represented by b, with 

the GO term t the cluster of genes is represented by K. In 

dataset a number of genes are B, the number of genes with 

GO term t represented by T.. 
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IV. LIMITATIONS 

"There are many advantages and disadvantages of an 

algorithm, so does the datasets being used for each missing 

values technique. The performance of missing values 

imputation algorithms is considerably affected by different 

factors such as the missing data" mechanism, 

correlationstructure in the data, the percentage of missing 

values in the data and distribution of missing entries in the 

data By selecting the right algorithm we may significantly 

boost the accuracy of the imputation results. However, there 

is no one imputation algorithm that shows the best results in 

every condition.With low entropy data sets, Global methods 

such as SVD impute and BPCA perform better. While with 

high entropy data sets local methods such as LL Simpute 

and KNN impute perform better.Most studies showed that 

missing values in the microarray are randomly missing 

through missing values imputation. In practice, the missing 

values also tend to arise in a systematic manner. In the data 

matrix the distribution of missing entries such as missing 

data pattern influence the imputations performance and it 

will need to be considered in data analysis or algorithm 

design. The data matrix that contains a non-random 

distribution of missing values may result from different 

experimental conditions across the columns. In a microarray 

data matrix, each column comes from one experiment. 

V. CONCLUSION 

In many studies, it is reported that missing values 

imputation is a common problem because the microarray 

gene expression data may include missing values and that 

effects the conclusion. Due to various experimental causes, 

the gene expression profiling techniques such as cDNA 

microarray technology suffers from missing values problem. 

In microarray data analysis missing values imputation is an 

essential pre-processing step. Many analyses require the 

complete data set. If the assessment of existing algorithms 

were matched and recognized instead of establishing new 

algorithms that also based on an existing technique than it 

would be a great contribution. For the optimal execution of 

the algorithm, assessment of suitable parameters and 

operating platform could be additional recognized and 

examined by using different algorithms. This is used to 

avoid the development of new missing values imputation 

algorithms. These algorithms perform similarly as the full 

functional capability of previously existing ones are not 

fully explored. 

VI. FUTURE WORKS 

Many algorithms are found for missing values imputation. 

The Algorithms that gives accurate results and adapt the 

features of data sets were needed. An adaptive technique 

that can capture both the local and global method correlation 

information would be useful in many situations. More 

experimental data from different kinds of domains becomes 

available hence new imputation algorithms that can handle 

categorical data and mixed domain data sets with missing 

continuous information are required. 
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