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Abstract. This review paper provides an overview of a pathfinding algorithm for game 

development which focuses on the algorithms and their contribution to game development. The 

algorithms were categorised based on their search performance. The aim of this paper is to 

investigate and provide insights into pathfinding algorithms for game development in the last 10 

years. We summarise all pathfinding algorithms and describe their result in terms of performance 

(time and memory). The result of this paper is metaheuristic techniques have better performance 

in terms of time and memory compared to heuristic techniques as a pathfinding algorithm. 

1. Introduction 

 
The rising global popularity of video games was the trigger to the increasing research interest in solving 

many AI issues related to video games such as decision-making, movement, strategy, and pathfinding. 

Commonly, pathfinding for a non-player character uses up a lot of CPU power and memory. This is a 

problem that has attracted constant attention from researchers. Pathfinding depends on the game 

environment where the obstacle may be static or dynamic. Video games mostly consist of three 

components which are player character, non-player character and others. Player character and non-

player character are important roles in a video game. Player character is the main character controlled 

by a user while non-player character or known as NPC is a game object not controlled by a player in a 

video game [1]. Pathfinding is used for a non-player character (NPC) to find a path between the origin 

point to the goal point. 
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                                                                  Figure 1. Area of research 

 
Figure 1 illustrates an AI model for a video game. The AI model splits into three sections: Movement, 

Decision Making and Strategy. Decision-making refers to the character deciding what to do next. 

Movement refers to the character being able to move anywhere. Strategy refers to group strategy 

required to coordinate a team. The Movement and Decision-making sections contain algorithms that 

work for player characters or non-player characters. Pathfinding is part of movement besides kinematic 

movement and steering behaviours. The techniques or methods used to determine the path in the video 

game are called the pathfinding algorithms. Common pathfinding algorithms were developed to solve 

pathfinding problems such as Dijkstra [2], A* algorithm [3], genetic algorithms [4], and ant colony 

optimisation [5]. There are two types of pathfinding for a non-player character in a video game. The 

first is static pathfinding where the target node as the player does not move. The second is dynamic or 

real-time pathfinding where the target node as the player moves freely and randomly. 

2. Pathfinding in Games 

 
Pathfinding is a plotting node to find the shortest or minimum path between two points, which is from 

source to destination by a computer application. Pathfinding is a major component of many important 

applications in the fields of video games, robotics [5], crowd simulation [6], and GPS [7]. This paper 

focuses on pathfinding algorithms in video game development. Pathfinding algorithms are used for the 

agent or non-player character to find a path between the origin point to the goal point. Pathfinding is 

one of the requirements to create a realistic non-player character in a video game. A video game can be 

fun and entertaining especially when the non-player character is realistic enough. However, the main 

problem for a video game is the need for an optimal pathfinding for non-player characters. Garham has 

supported this by stating that the common problem in a video game is to find suitable pathfinding for 

agent movement. Pathfinding is implemented in any condition such as static, dynamic and real-time 

environments. The techniques or methods used to determine the path in a video game are called 

pathfinding algorithms. Pathfinding algorithms were developed to solve pathfinding problems such as 

Dijkstra, A* algorithm, genetic algorithms, and ant colony optimisation. Pathfinding algorithms are used 

to solve the shortest path problem and the optimal path. Usually, A* and Dijkstra’s algorithms are used 

as a solution method to find the shortest path. Ant colony optimisation (ACO) and genetic algorithm are 

used as a search technique to find the minimum cost path in a graph. 
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2.1 Heuristic techniques 
 

Heuristic is used to solve the problem in a faster and efficient way by optimal solution, accuracy, and 

precision [6]. Heuristic algorithms aim to find a good solution to a specific problem like pathfinding in 

a reasonable amount of computation time but with no guarantee of efficiency. ‘Heuristic’ means to find 

in Greek. Based on previous studies, many algorithms were developed to solve pathfinding problems 

such as the A* algorithm, Dijkstra’s algorithm, and Depth First Search. The A* algorithm and Dijkstra’s 

algorithm are the most popular techniques. All these techniques can be categorised as heuristics. 

 
2.1.1 A* algorithms  

 
The A* algorithm is one of the popular techniques used for pathfinding due to its accuracy and 

performance. It is used to find the shortest path between two nodes. The A* algorithm has been applied 

in several video game genres such as real-time strategy games [9], role-playing games [10], racing 

games [11] and turn-based strategy games. The A* algorithm was introduced by Hart, Nilsson, and 

Raphael in 1967 [12] to solve many problems, pathfinding in a video game being one of them. In the 

Non-Player (NPC) context, pathfinding is used to guide between two node points in order to capture the 

player character.  
 

 
Figure 2. A* algorithm 

 
The A* algorithm always tries to carry pathfinding by exploring the minimum value or lowest path to 

give the best minimum solution. The A* algorithm implements a heuristic function to evaluate that 

lowest path. The heuristic function allows the algorithm to quickly and accurately estimate the path. The 

advantage of the A* algorithm is it is very easy to understand the flow and logic. Due to its simplicity, 

the A* algorithm has always been chosen by programmers to solve pathfinding problems. This is 

because the A* algorithm finds the minimum solution by finding the shortest path. A* uses a heuristic 

function 𝑓(𝑛) to determine the node. The value of the function 𝑓(𝑛) is:  

 
             𝑓(𝑛) = 𝑔(𝑛) + ℎ(𝑛)                   (1) 

 
𝑔(𝑛) is the cost that is required to reach a target node from the starting node. 𝑔(𝑛) will calculate the cost so 

far to reach the target node. ℎ(𝑛)stands for heuristic value, where estimate form node to target node. If the 

grid has obstacles, 𝑓(𝑛) will estimate and pick the lowest cost to give a good result. The A* algorithm 

becomes Dijkstra’s algorithm when ℎ(𝑛) is zero which is guaranteed to find the shortest path. 
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2.1.2 Dijkstra’s algorithm 

 
Dijkstra’s was introduced in 1970 by Holland as one of the best path algorithms [13]. Dijkstra’s 

algorithm is a classic graph search algorithm which can find the shortest path between two points on the 

graph. It has been applied in many areas such as network routing [14], public transportation [15], and 

logistics [16]. Dijkstra’s algorithm was the only choice for a long time in pathfinding until the A* 

algorithm became a popular method for pathfinding in video games [17]. We will discuss how Dijkstra’s 

algorithm works as a pathfinding algorithm. 
 

 

 
 

Figure 3. Dijkstra’s algorithm 

 
Figure 3 shows a graph with five nodes (A, B, C, D, E) and seven paths. There are many possible paths 

that will allow us to reach the E node from the A node. Dijkstra’s algorithm will help us find the shortest 

path between the two nodes. From the starting node which is the A node, it visits the path with the 

smallest value known as the distance. Once it has moved to the smallest node, it will check each of its 

neighbouring nodes. For each neighbour node, they will calculate the distance from the starting node. If 

the distance or current path is less than another path, it will update the shortest path. 

 
 

 
 

Table 1. The path node 
Node The path from a node Shortest path  

A 0 - 

B 7 & 5 5 

C 3 3 

D 5,9,11 5 

E 9,14,15 & 13 9 

   
 

 
Table 1 shows the shortest path from the A node to each node. There are two pathways from A to B and 

the shortest path is 5. The only path from A to C has a value of 3. We want the shortest path from the A 

to E nodes. After calculating all the possible paths, we finally find the shortest path by visiting all the 

related nodes. The shortest distance from the A to E nodes is 9. Dijkstra’s algorithm is a simple searching 

algorithm and easy to understand. It will explore each node to find the shortest path. The advantage of 

Dijkstra’s algorithm is the coding is very easy to implement. Although Dijkstra’s algorithm is easy to 

understand, it is not the best method to solve pathfinding problems. 
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2.2 Meta-Heuristic techniques 
 

Metaheuristics are general high-level strategies that combine lower-level techniques for exploration and 

exploitation of the search space. Metaheuristic is a higher level heuristic. Generally, it performs better 

than heuristic. Metaheuristics can reduce search time and look good enough to solve complex 

pathfinding for a video game. Based on the study, metaheuristic algorithms such as genetic algorithm 

and ant colony optimisation were used to solve the pathfinding problem in a video game. Metaheuristics 

are based on some natural phenomenon. The most successful metaheuristic algorithms have been 

inspired by natural systems. For example, ant colony optimisation (ACO) and the bee algorithm were 

developed based on the behaviour of animals. 

 

2.2.1 Genetic Algorithm 
 

The genetic algorithm is one of the popular techniques used for searching in computer science. It was 

used to find a heuristic solution for optimisation and search problems in a large area of space. The 

genetic algorithm was introduced by John Holland [7]. It has been applied in many areas such as 

biomimetic invention [8], automotive design [9], engineering design [9] and robotics [10]. The genetic 

algorithm uses biological methods such as mutation and inheritance. GA converts the decision variables 

of the search problem into strings. The strings act as candidate solutions and the search problem is 

referred to as chromosomes. The alphabets act as genes and the values of genes are called alleles. For 

example, a salesman has a travelling problem and the route represents chromosomes while the city is a 

gene. In video games, the genetic algorithm has been applied as a pathfinding algorithm. The genetic 

algorithm and best-first search were used to optimise the search for the path between two points [11]. 

The result shows that GA has a better performance on a map with obstacles compared to best-first search. 

Other than that, the experiment to optimise pathfinding using a techniques genetic algorithm A* 

algorithm. The result shows that RTP-GA has a better performance in term of searching time on maps 

with obstacles compared to the A*algorithm [4]. Another result shows GAMMAs find paths quicker 

than the A* algorithm in terms of time [10].  

 
2.2.2 Ant Colony Optimisation 

 

Ant Colony Optimisation (ACO) is a technique inspired by the behaviour of ants when navigating a path 

from their nest to food sources. It was first described in 1997 by Gambardella Dorigo [12]. The Ant 

Colony Optimisation (ACO) technique is based on the ants’ ability to find the shortest path between 

their nest and food sources. Firstly, each of the ants starts moving randomly. Each member of the ant 

colony tries to find a food source. After finding food, they will communicate with each other via 

pheromone trails to navigate the shortest path. Pheromones are a type of chemical substance released 

into the environment by ants. The connection line will be created as pathfinding between the starting 

point (nest) to the target point (food). 
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Figure 4. Ant Colony Optimisation  

 

Figure 4 shows that the main idea of Ant Colony Optimisation (ACO) is mimicking real ant behaviour. 

In the first picture, each ant moves in a line from its nest to the food. In the middle picture, an obstacle 

is placed in the line between their nests to the food. Each ant moves randomly left and right to avoid the 

obstacle. The ants go around the obstacle and choose to turn right because it will reach the food quicker, 

whereas by turning left it will take a longer time and path. Pheromones are a chemical substance released 

into the environment by ants. Finally, the pheromones show a shorter and faster path around the obstacle. 
 

The main objective of Ant Colony Optimisation (ACO) is as a search technique to find a minimum cost 

path in a graph. Ant Colony Optimisation (ACO) is used in many applications in the fields of video 

games [13], robotics [14], submarine [15] and so on. In the field of robotics, this paper proposes Ant 

Colony Optimisation (ACO) to improve path planning for robots. Ant Colony Optimisation (ACO) is 

applied in pathfinding for a robot to find an optimal path from a source point to a goal point while 

avoiding any obstacles in the configuration space. Other than that, Ant Colony Optimisation (ACO) is 

used for vehicles such as submarines. This paper is a study of a modified Ant Colony Optimisation 

(ACO) technique to improve pathfinding for a submarine in the ocean [15]. The Ant Colony 

Optimisation (ACO) technique has an advantage over the A* algorithm. The ant colony can adapt to 

changes in real time. According to V. Selvi, the ant colony optimisation (ACO) technique can be used 

in a dynamic application because it is able to adapt to changes such as new distances [16]. Due to its 

advantage, many researchers have applied and improved the ant colony technique to solve a certain 

complex environment. 

 

3. Findings 

 

Table 2 shows the summary of pathfinding algorithms used for game development. The papers are 

selected from those published between 2007 and 2018. Only 10 papers are related to the study. The 

summary is categorised into 5 sections; Year, Authors, Pathfinding Algorithms, Time, and Memory. 
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Table 2. Summary of pathfinding algorithms 

Year Authors 
Pathfinding 

Algorithms 
Time Memory 

2007 Leigh [17] Genetic algorithm,  

A* algorithm 

GAMMAs find paths quicker 

than A* algorithm 

 

- 

2011 Machado 

[4] 

Genetic algorithm, 

 A* algorithm 

RTP-GA has a better 

performance in term of 

searching time on maps with 

obstacles compared to 

A*algorithm 

 

 

 

- 

2012 Santos [11] Genetic algorithm PPGA has a better 

performance on the map with 

obstacles compared to Best-

First Search 

 

 

- 

 

2012 

 

Recio [18] 
Ant Colony 

Optimization (ACO) 

 

                      - 

 

- 

 

 

2016 

 

Hunkeler 

[5] 
Ant Colony 

Optimization (ACO), 

Genetic algorithm 

 

Ant Colony Optimization has 

a better performance 

compared to genetic 

algorithm 

 

 

 

 

- 

 

 

2016 

 

 

Zikky [2] 

Dijkstra’s algorithm, 

A* algorithm 

A* algorithm better than 

Dijkstra’s algorithm in 

solving the shortest 

pathfinding problem 

 

 

 

- 

 

2017 

 

Firmansyah 

[19] 

A* and improved A* 

algorithm 

Improved A* get the fastest 

path, efficient and short time 

compared to basic A* 

algorithm 

 

- 

 

 

2017 

 

Primanita 

[20] 

Iterative Deepening 

A* (IDA*),  

A* algorithm 

If the map is without any 

obstacle IDA* better than A* 

in terms of time usage but 

IDA* worse than A* if the 

map has obstacles. 

 

If the map is without 

any obstacle, IDA* 

better than A* in 

terms of CPU 

memory  

2018 Sabri [3] A* algorithm,  

Bee algorithm 

A* algorithm faster than Bee 

in a simple map 

Bee better than A* in 

a complex map 

2018 Sazaki [21] Hybrid A* 

Algorithms 

Hybrid A* get better results 

compared to A* algorithm on 

an empty track 

Hybrid A* get better 

results compared to 

A* algorithm on an 

empty track 
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4. Results 
 

In this section we summarise and conclude all the pathfinding algorithms such as the A* algorithm, 

Dijkstra’s algorithm, Genetic algorithm, and Ant Colony Optimisation used for game development. We 

start with the common pathfinding algorithms used for game development. Then, we summarise and 

conclude the result based on the performance of time and memory. 

 
 

 

 
 

Figure 5. Result of Pathfinding Algorithms 

 
The bar graph illustrates the pathfinding algorithms (Dijkstra’s algorithm, A* algorithm, Genetic 

Algorithm, Ant Colony Optimisation, and Others) used for game development from 2010 until 2018. 

Overall, The A* algorithm is the most popular technique applied to pathfinding in game development. 

Both Dijkstra’s algorithm and Best First Search (Others) are lesser used techniques applied on 

pathfinding for game development. Furthermore, metaheuristic techniques such as genetic algorithm 

and ant colony optimisation have seen a constant increase in usage as pathfinding algorithms from 2010-

2019. 
 

In terms of heuristic, the A* algorithm is the most commonly used technique for pathfinding compared 

to others such as Dijkstra's algorithm and best-first search. The advantage of the A* algorithm is its flow 

and logic are very easy to understand. Furthermore, the A* algorithm uses a heuristic function which 

allows the algorithm to quickly and accurately estimate a path. Due to its advantages, the A* algorithm 

has always been chosen by game programmers as the pathfinding algorithm in game development. 

 
There are many available metaheuristic techniques, but we have found that the genetic algorithm and 

ant colony optimisation are most commonly used in pathfinding for games. Both algorithms are 

compared with the A* algorithm. Based on the study, both algorithms perform better than the A* 

algorithm in terms of time and memory usage. Metaheuristic is a higher level heuristic and generally 

performs better.  

 

 

4.1 Time 

 

In this section, we gathered all the pathfinding algorithms based on the result of time. The papers are 

selected from those published between 2007 and 2018. Only nine papers are related to the study. All the 

pathfinding algorithms were used for game development. We summarise and conclude the pathfinding 

algorithms in terms of time performance.  
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Table 3. Result of time  

Years Authors Result (Time) 

2007 [17] GA better than A* 

2011 [4] GA better than A* 

2012 [11] GA better than First Search 

2016 [5] ACO better than GA 

2016 [2] A* better than Dijkstra 

2017 [19] Improved A* better than A* 

2017 [20] IDA* better than A* 

2018 [3] A* better than Bee (in the simple map) 

2018 [21] Hybrid A* better than A* 
 

Table 3 shows the results of pathfinding algorithms used for game development based on the 

performance of time. For heuristic techniques, the A* algorithm is faster than Dijkstra for calculating 

and searching a path [2]. However, a few researchers improved the A* algorithm. In 2017, Firmansyah 

[19], Primanita [20] and Sazaki [21] improved the A* algorithm and the result was much better than the 

basic A* algorithm. Overall, for heuristic techniques, the A* algorithm has a good result compared to 

others, but it can be bettered by the improved A* algorithm.  

 

Metaheuristic techniques are better than heuristic techniques. From the results in Table 4, the Genetic 

algorithm is faster than the A* algorithm [17], [4]. The Genetic algorithm is also better than another 

heuristic technique like Best First Search [11]. Metaheuristic is a higher level of heuristic. Generally, it 

performs better than heuristic. In 2016, the experiment by Hunkeler showed that Ant Colony 

Optimisation is faster than the Genetic Algorithm [5]. Overall, we can conclude that metaheuristic 

techniques such as GA, ACO can be a pathfinding algorithm and the results show that they are better 

than heuristic techniques. 

 

4.2 Memory 

In this section we gather all the pathfinding algorithms based on the result of memory. The papers are 

selected from those published between 2017 and 2018. Only three papers are related to the study. All 

the pathfinding algorithms were used for game development. We summarise and conclude the 

pathfinding algorithms in terms of memory usage performance in this section. 

 
Table 4. Result of memory 

Year Author Result(Memory) 

2017 [20] IDA* better than A* on an empty map 

2018 [3] Bee algorithm better than A* on a complex map 

2018 [21] Hybrid A* gets better results compared to A* algorithm on an 

empty track 

 

Table 4 shows the results of pathfinding algorithms used for game development based on the 

performance of memory usage. Three of 10 papers investigated the performance of pathfinding 

algorithms in terms of memory. For heuristic techniques, the improved A* algorithms like IDA* [10] 

and Hybrid A* [31] have better results compared to the basic A* algorithm. From the result, we can 

conclude that improving the algorithm results in reduced memory usage. For a complex map, 

metaheuristic techniques are very good compared to heuristic techniques. For example, the Bee 

algorithm shows a better result in a complex map compared to the A* algorithm [2]. Overall, we can 
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conclude that metaheuristic techniques such as the Bee algorithm can be a pathfinding algorithm and 

the result shows that it is better than heuristic techniques like the A* algorithm. 

5. Summary and Future Trend 

 
This paper provided a brief description of the common pathfinding algorithms (A* algorithm, Dijkstra’s 

algorithm, Genetic algorithm, and Ant Colony) used for game development. In this review paper, we 

summarised all the pathfinding algorithms and described the result based on their performance in terms 

of time taken and memory usage. Based on the result, we found that the A* algorithms are the most 

popular techniques among the other techniques. The improved A* algorithm gets the fastest path and 

shortest time. However, it takes too much memory to calculate the path in a dynamic environment. 

Overall, metaheuristic techniques have better performance in terms of time and memory compared to 

heuristic techniques. In the future, we need good pathfinding algorithms that work for new technology 

such as Virtual Reality (VR), Augmented Reality (AR), and Hologram.  
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