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ABSTRAK 

Sistem Kolaborasi merupakan platform berdaya maju yang memainkan peranan yang 

besar dalam prestasi tugas. Ini sangat ketara apabila Sistem Kolaborasi yang 

dimodelkan berdasarkan manusia dan agen perisian yang memerlukan tugasan dan 

tanggungjawab di dalam proses-proses sistem, merangkumi penyelesaian-penyelesaian 

terbaik, dan menambah baik kemahiran menyelesaikan masalah yang dihadapi 

pengguna-pengguna (manusia). Walau bagaimanapun, hasil dari permodelan perisian 

agen di dalam sistem-sistem kolaborasi mencatatkan beberapa masalah. Ini disebabkan 

oleh kepelbagaian tugas dan prosedur. Akibat dari isu-isu yang dinyatakan, 

implementasi kepada tugas yang dijadualkan dan proses aliran kerja menjadi sukar dan 

mencabar. Di dalam tesis ini, kami mencadangkan pendekatan inovatif untuk 

memodelkan sistem kolaborasi manusia-agen yang memberi kemudahan kepada 

kolaborasi dan proses-proses aliran kerja yang efektif. Pendekatan ini menggunakan 

manusia bersama agen yang pelbagai (MAS) dibawah tingkah-laku kolaborasi. Tingkah 

laku kolaboratif dibina berdasarkan konsep abstraksi nodal pintar, di mana setiap nod 

pintar terdiri daripada manusia, ejen pengantara, agen normal dan fungsi-fungsi yang 

dikongsikan. Fungsi-fungsi tersebut diberikan kepada nod yang sepadan dengan fungsi-

fungsi yang dimiliki manusia, agen-agen normal dan agen pengantara mereka. Abstraksi 

nodal adalah generik, yang boleh digunakan dalam banyak aplikasi domain. Pendekatan 

Abstraksi Nodal Generik (Generic Nodal Abstraction - GNA) disusun dengan nod 

utama dan sub-nod untuk membentuk seni bina hierarki yang bermanfaat. Konsep ini 

memberi tanggapan bahawa agen boleh digunakan bagi membantu rakan-rakan 

manusia dalam pelbagai proses aliran kerja dan dalam pengendalian tugas biasa. Untuk 

mengenal pasti tugas umum bagi manusia dan pengantaranya yang rapat dan agen 

normal di dalam nod, kami menjalankan tinjauan soal selidik mengenai jabatan sumber 

manusia (HR) dari organisasi yang berlainan (majlis perbandaran dan kerja awam dan 

pentadbiran penjagaan kesihatan). Soal selidik yang dijalankan bertujuan mendapatkan 

maklumat yang berkaitan dengan fungsi yang dilakukan oleh pekerja-pekerja mereka. 

Bagi memastikan keselamatan dan ketepatan maklumat yang dikongsi dilaksanakan 

melalui pendekatan GNA, kami mengintegrasikan pendekatan tersebut  dengan 

keselematan dan sub model yang amanah. Sub model yang digunakan membolehkan 

maklumat yang dikongsi antara nod tersebut selamat, efisien, tepat dan meningkatkan 

tahap keyakinan, boleh diharap dan boleh dipercayai pada nod GNA. Kami telah 

menguji GNA dan keputusannya mengesahkan (i) pendekatan GNA memudahkan 

kolaborasi antara manusia dan/atau ejen untuk melaksanakan tindakan-tindakan 

bersama di dalam tahap kerjasama yang mudah, (ii) ia mengurangkan beban kerja 

manusia dan mengurangkan edaran penyelesaian masalah, dan (iii) hasilnya, ia 

membuktikan yang GNA dengan keselamatan dan aspek amanah telah meningkatkan 

daya maju sistem kolaborasi manusia agen apabila beroperasi dalam pelbagaian 

persekitaran. 
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ABSTRACT 

Collaborative systems are viable platforms for humans that play substantial roles in task 

performance. Notably, collaborative systems that are modelled based on humans and 

software agents entail tasks and responsibilities within system processes, covers the 

most suitable solutions, and improve problem-solving skills of the human users. 

However, the issues of modelling software agents in collaborative systems present some 

problems caused by the diversity of tasks and the procedures. Consequently, such issues 

pose critical challenges to implement scheduled tasks and workflow processes. Models, 

which compose of humans and systems manifest various complexities. A significant 

challenge is how to construct purpose-built approaches for multi-agent models that 

collaborate with humans based on humans’ demands and positions to reduce his/her 

workload daily processes. In this thesis, we propose an innovative approach for 

modelling a human-agent collaborative system that facilitates effective collaboration 

and alleviate human workflow process. This approach employs humans with multi-

agent systems (MAS) under applicable collaborative behavior. The applicable 

collaborative behavior is built based on the concept of an intelligent nodal abstraction, 

in which each intelligent node comprises of a human, mediator agent, normal agents, 

and their shared functions. The functions are assigned to the node which corresponds to 

those that belong to a human, normal agents and their mediator agent. The nodal 

abstraction is generic, which could be deployed in many domain applications. The 

Generic Nodal Abstraction (GNA) approach is conceived with a main node and sub-

nodes to shape a hierarchical architecture which benefits. This concept espouses the 

notion that agents could be deployed to assist their human counterparts in various 

workflow processes and handle mundane tasks. To identify generalized tasks for the 

human and his/her tightly-coupled mediator and normal agents in a node, we conduct a 

questionnaire survey on human resource departments (HR) of different organizations 

(municipalities and public work and healthcare administration) soliciting information 

pertaining to the functions performed by their employees. To ensure the safety and 

accuracy of the shared information performed in the GNA approach, we integrate the 

approach with security and trust aspects. These aspects enable safe, efficient and precise 

information sharing between the nodes and increase the GNA nodes confidentiality, 

reliability, and trustworthy. We test and simulate the GNA approach which confirm 

that, (i) the GNA approach facilitates the collaboration between the humans and/or 

agents to perform their shared actions in a convenient cooperative levels, (ii) it reduces 

humans’ workload and mitigate the distributed problem-solving, and (iii) consequently, 

its proves that the GNA with security and trust aspect enhances the viability of human 

agent collaborative systems when operating in various environments. 
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