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ABSTRACT
Intrusion detection systems (IDSs) are one of the promising tools for protecting data and networks; many classification algo-
rithms, such as neural network (NN), Naive Bayes (NB), decision tree (DT), and support vector machine (SVM) have been used
for IDS in the last decades. However, these classifiers is not working well if they applied alone without any other algorithms that
can tune the parameters of these classifiers or choose the best sub set features of the problem. Such parameters are C in SVM and
gamma which effect the performance of SVM if not tuned well. Optimization algorithms such as genetic algorithm (GA), par-
ticle swarm optimization (PSO) algorithm , ant colony algorithm, and many other algorithms are used along with classifiers to
improve the work of these classifiers in detecting intrusion and to increase the performance of these classifiers. However, these
algorithms suffer from many lacks especially when apply to detect new type of attacks, and need for new algorithms such as
JAYA algorithm, teaching learning-based optimization algorithm (TLBO) algorithm is arise. In this paper, we review the classi-
fiers and optimization algorithms used in IDS, state their strength and weaknesses, and provide the researchers with alternative
algorithms that could be use in the field of IDS in future works.

© 2021 The Authors. Published by Atlantis Press B.V.
This is an open access article distributed under the CC BY-NC 4.0 license (http://creativecommons.org/licenses/by-nc/4.0/).

1. INTRODUCTION

The use of computer systems and the Internet in recent times has
led to serious security, privacy, and confidentiality issues due to the
processes involved in the electronic transformation of data. Much
effort has been channeled to the improvement of the security and
privacy of computer systems, however, these problems still exist
in computer systems. In fact, there is no system in the world that
is completely secure. Additionally, there are different types of net-
work attacks [1]; these attacks evolve when there is a new signature
with an abnormal behavior in the database of signatures. With the
emergence of several types of attacks, several tools are being devel-
oped and used in several forms of network attacks. One of these
tools is the intrusion detection systems (IDSs). This tool allows the
monitoring of a range of network systems, cloud computing system,
as well as an information system. The IDS can monitor and detect
attacks which aim to compromise the security features (confiden-
tiality, availability, and integrity) of a system. This paper review the
existing work, methods, and techniques in IDS, Section 2 give an
overview about IDS, then followed by brief description about the
main types of IDS and the techniques used in detection explained
in 2.1 and 2.2, Section 3 state the existing challenges exist in mod-
ern IDS, in Section 4 the most used ML algorithms in the IDS
are reviewed in details the main weaknesses and strengths of each
algorithm is given in Section 4.6. Section 5 explain two types of
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optimization algorithms parameters containing and parameters less
algorithms. Finally, conclusion on what have been done given in
Section 6.

2. INTRUSION DETECTION

Thework of an IDS is tomonitor a systemor network anddetect any
form of abnormal activities within the system. IDSs can either be
host-based IDS or network-based IDS [2,3]. NIDSs identify attacks
by analyzing specific network events while HIDS detects intruders
in individual hosts. An NIDS scans a packet sniffer which is the
program that reads the raw packets off a segment of the local net-
work. It can also track more network objectives in a bid to detect
threats thatmay bemissed byHIDS sinceHIDSs cannot read packet
headers and cannot detect certain attack types. For instance, NIDSs
can effectively detect most of the IP-based DoS attacks because they
can only view packet headers as they pass through the networks.
However, NIDSs do not rely on the operating system (OS) of the
host as identification sources but HIDSs depend on the OS to func-
tion properly. Hybrid IDSs that combine client and network-based
technologies have also been developed for intrusion detection (ID)
[4]. The ID techniques can also be in the form of misuse detec-
tion or anomalies detection [3]. The detection mechanism used
in IDS are three main types which is: statistical method, machine
learning (ML), and data-mining methods, Figure 1 summarize
the IDS.

https://doi.org/10.2991/ijcis.d.210105.001
https://www.atlantis-press.com/journals/ijcis/
https://orcid.org/0000-0002-6374-3560
https://orcid.org/0000-0001-8312-2289
http://creativecommons.org/licenses/by-nc/4.0/


M. Aljanabi et al. / International Journal of Computational Intelligence Systems 14(1) 560–571 561

Figure 1 Intrusion detection system (IDS) overview.

2.1. Misuse Detection

Detection of abuse detects intrusions through looking for known
patterns of attacks. This strategy is employed by current commer-
cial NIDSs. A downside to preventing misuse is that it can’t spot
unknown attacks. Specificmethods, such as expert networks, signa-
ture analysis, state-transition analysis, and data mining, have been
used to identify violations.

To describe intrusions, the expert system uses a set of rules [2].
Audit events are converted into facts in the expert framework
which bear their semantic significance. Then, using certain rules
and evidence, an inference engine will draw conclusions. Analy-
sis of the state transition will identify attacks with certain goals
based on the state-transition diagrams. Any network activity that
triggers an intrusion state will be detected by the system as an
intrusion. Signature-based analysis relies on the analysis of attack
signatures during audit trail [2]; activities that matches already
identified attack signatures are recognized as an attack. Data-
mining techniques have been recently proposed for ID. Data min-
ing is the process of extracting important but previously unnoticed
information or pattern from a given set of data. For other ways,
the models or patterns may be defined, such as rules, instance-
based instances, decision chains, and neural networks (NNs). Data-
mining frameworks are mainly used for misuse identification.
Different data-mining processes also rely on the association rules
algorithm [4]. Decision tree (DT)  and association rules are also
used in the detection of intrusion [5]. The IDS performance is
enhanced with the NN algorithm [6].

2.2. Anomaly Detection

Because detection of misuse cannot identify unknown threats,
detection of abnormalities is used to counter this shortcoming. Dif-
ferent approaches to anomaly detection clustering, classification,
etc., were proposed and implemented [7]. Supervised detection of
anomalies requires the create of normal network activities using
the training dataset; then, intrusions are detected based of devia-
tion profiles of the suspected activities. ADAM [8] builds typical

attack profiles based on attack-free training set; the attack profile
is described as a set of association rules. ADAM can perform real-
time ID based on the attack profile. Other supervised methods,
such as GA, fuzzy data mining [9], support vector machine (SVM),
and NNs [10,11] are also used for ID. For supervised detection of
anomalies, mathematical techniques and specialist structures are
often applied [2]. Statistical methods create profile of users through
a variety of examples of typical behavior. This also relies on attack
profiles to detect abnormal activities. Expert systems rely on a set
of rules to define normal user behavior; they depend on these rules
to detect abnormal behaviors.

2.3. IDS Challenges

Studies have been ongoing on new systems for an automatic detec-
tion of abnormal system usages. Moreover, Denning reported the
development of an intrusion detecting model, which he suggested
as a framework for a general-purpose IDS [12]. Since then, experts
have developed and applied several algorithms for automating the
process of network ID. They have also continually pursued more
accurate, faster, and scalable methods for this purpose. With the
arrival of the “IoT” and Big data era, it is expected that the num-
ber of connected devices would exceed 26 billion by the year 2020
[13]. With this trend, the type and number of cybersecurity issues
are also expected to increase. Figure 2 summarize the challenges in
IDS. These challenges are false alarm rate, low detection rate, unbal-
anced datasets, and response time.

Some researchers have recently advocated for more categories of
IDS. Liao et al. [14], for instance, claimed that IDS should be fur-
ther categorized into 5 sub-categories which may belong to any of
the aforementioned classes. The suggested sub-classes are pattern-
based, rule-based, statistics-based, state-based, and heuristic-based
IDS. Meanwhile, such a classification could result in confusion due
to the number of similarities between the strength of the individ-
ual techniques, as well as the lack of clear criteria that distinguishes
one technique from the other. The signature or rule-based IDS
are normally associated with a certain degree of false positive (FP)
alarm rates and are unable to detect novel forms of attacks [15]. It
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Figure 2 Intrusion detection system (IDS) challenges.

is expected that IDSs should exhibit a high level of FP detection. ID
systems that are reliant on stateful protocol analysis exhibit different
detection performances based on the level of their profile definition
[16]. A major challenge of this approach is keeping an up-to-date
profile as new protocols evolve over time.

As earlier discussed, this study is focused on the development of an
anomaly-based IDS with a good accuracy and a minimal FP detec-
tion.Many studies have been performed on false alarm reduction in
IDS. Pietraszek estimated that about 99% of ID alerts do not involve
cybersecurity issues due to the observed slight differences between
normal and malicious activities [17]. The other challenged pointed
by Pietraszek include the development of accurate signatures that
can detect abnormal behavior but are not triggered during nor-
mal network activities as some activities could be allowed in some
instances but detected as intrusion at other instances. The Adap-
tive Learner for Alert Classification (ALAC) approach proposed by
Pietraszek [18] uses ML techniques, coupled with a human-based
observatory training to adaptively learn the implicit classification
rules. Due to the involvement of human factor during the training,
the ALAC system can be incrementally upgraded as the condition
changes. Asmentioned in the previous chapter, themain challenges
of the current anomaly IDS are that the complication of building
a system with such features is greater in the case of misuse detec-
tion [19]. Furthermore, a higher percentage of false alarms is raised
[20], coupled with a low detection rate [21,22]. There is also an
issue of the unbalanced dataset which impacts the evaluation of the
models [15].

3. MACHINE LEARNING

ML was first defined by Arthur Samuel in 1959 as a field of study
that confers computers with the ability to learn without the need
of first being programmed [23]. Network security uses ML to make
many important calculations and decisions in order to decidewhich
packets to drop and which ones to allow in the system. This section
focuses on ML algorithms used to build security tools with an
emphasis on describing network ID techniques. According to [24],

a key requirement for any technique to work, one needs a sound
understanding of the system, with which we concur. To create a
useful tool for any environment, the most important requirement is
understanding the system aswell as its functioning, capabilities, and
limitations. In the quest to create secure systems, ML has proven to
be one of the most powerful tools yet.

The study by Chandola et al. [7] covered most of the existing
anomaly detectors and their application area. ML offers both super-
vised and unsupervised forms of learning for ID. Supervised learn-
ing uses identifies misuses via classifiers from training data that is
labeled a priori. This property makes it an ideal choice for misuse
detection. Whereas, data available using unsupervised learning is
classless by grouping similar data. Therefore, it is usually employed
in anomaly detection. And like all approaches, they come with cer-
tain disadvantages that need to be dealt with carefully when design-
ing IDS. There is a third class called semi-supervised in which a
portion of the data is labeled during acquisition of the data sets.

Withmisuse detection, the definition ofmisuse is ever evolving. An
IDS based onmisuse detectionmay fail easily if the knowledge base
of potential misuses is not updated periodically, which is an expen-
sive operation. Using algorithms for detecting anomalies requires
a carefully created normal profile of the system. Similar to misuse
detection, anomalies require the system to periodically acquire the
latest definition of normal, as well as new ways of intrusions. This
dramatically raises false alarm rates when previously unseen system
behaviors may be categorized as threats. Therefore, anomaly detec-
tion problem, in its most general form, is also not easy to solve.

Despite these limitations,ML offers a lot of advantages and is widely
used in any industry that uses large data sets. The usages are many
and are not limited to modeling predictions, identifying anomalies,
detecting threats, malware, frauds, and so on. Since the focus of this
work is network-based ID, we present a summary of the research in
the area of ML-based NIDS systems. Most ML methods have three
phases—training, testing, and validation. They usually involve:

1. use small subset of the data (usually 10%) to identify features
from training data
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Figure 3 Machine learning overview.

2. if the number of features is high, reduce the number of features
through the process of dimensionality reduction

3. using the training dataset, learn the model and then classify
another small subset of the data

4. using small subset of the data, validate the model, the one that
performs the best on validation data is the model finally used

ML can be classified into 3 categories based on the learning style:
supervised, unsupervised, and semi-supervised, each one of these
categorize has many algorithms, as shown in Figure 3, which give
an overview of ML approaches.

The next sub-section, provide a detailed refresher of some of the
most widely used ML algorithms in detecting intrusions in a net-
work,

3.1. Kk-Nearest Neighbor

Known as one the easiest to implement, and the most fundamen-
tal classifications approach, k-nearest neighbor (k-NN) is a widely
used algorithm. This is due to its simplicity of use, and ease of learn-
ing complex functions. To classify a given dataset, k-NN looks at the
k-NN and votes them based on the measurement calculated. The
votes given to themajority value of the nearest neighbor determines
what class to classify the dataset too. For instance, if the value of
the variable k is 2, it will look at the two nearest neighbors (2-NN)
and determine what to classify the dataset to by measuring it with

respect to the 2-NNs. This measurement is commonly based on
the Euclidean distance measured between a given test sample and a
specified training sample of data [25]. Lixiang et al. [26] propose a
novel method for IDS that combines KNN and density peaks clus-
tering. This method relies on density peaks clustering for training
purposes while KNN is for classification tasks. This novelmethod is
validated using KDDCUP99 dataset and chose 15 features from the
whole 41 features, this method succeed to improve the accuracy of
the Probe attack in 15% compared to others method, but the main
drawback of this method is the low accuracy of detection when
detect U2R attack [27]. Another work by Yu Xue [28] which pro-
pose the self-adaptive differential evolution (SaDE) algorithm for
feature selection in IDS and the k-NN is used to assess the chosen
features by SaDE, KDDCUP99 intrusion dataset have been used in
this work, also the original KDDCUP99 dataset is subdivided into
four sub-datasets and on each one the applied SaDE and k-NN sepa-
rately, 3-fold cross validation is employed to measure the classifica-
tion accuracy of k-NN, this method divide the dataset into smaller
four dataset whichmay not give the true performance if themethod
applied on the whole dataset [28]. Two-step hybrid IDS approach
proposed by LONGJIE LI, this approach is based on binary clas-
sification and K-NN, in this approach more than one binary clas-
sifiers and one aggregation model used to identify the abnormal
connections, C4.5 algorithm is used to train the binary classifiers, in
first step, for the connection that are not certainly identify belongs
to which class (normal or attack) in step one, they classified fur-
ther in step 2 using the K-NN algorithm, this method shows a
good result on a small dataset like NSL-KDD which is small part of
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KDDCUP99, however two-step classification could be inefficient in
thematter of time when applied on larger datasets like KDDCUP99
and CICIDS2017 because need to classify the data two times [29].

3.2. Artificial Neural Networks (ANN)

ANN models are developed to mimic the functionality of the bio-
logical NN [30]; they normally contain several layers in which the
output of one layer serves as the input for the succeeding layer. Dur-
ing classification tasks, the final output of the output layer generates
the final classification category. NNswere the earliest methods used
for ID. Further proposals have been made for new intelligent IDS
which depends on few features for ID. Such systems extract data fea-
tures based on the correlation and information gain concept. Firstly,
the extracted data features were ranked using correlation and infor-
mation gain and then were combined by using suitable method.
Redundant and irrelevant data are eliminated through a prepro-
cessing phase to optimize resource commitment andminimize time
complexity. ANN is used to construct the classification system and
then train and test the proposed system on 5 different KDD99
dataset [31]. Investigation on deep neural networks (DNNs) ensem-
ble techniques done by Simone A. Ludwig [32] on IDS; the study
used the NSL-KDD dataset while the DNN was trained with the
backpropagation NN. The proposed method was evaluated based
on the false alarm rate, and detection rate; the evaluation showed
that DNN achieved low false alarm rate and high detection rate
for Dos and Probe but failed to efficiently capture U2R and R2L
attacks. A scheme for ID based on RNN and restricted Boltzmann
machines (RBMs) has been proposed by Chaopeng Li et al. [33].
This method makes use of the traffic data as input to obtain a fine-
grained model at the byte level. The RBM is used to construct the
network packet representation, and the features of these packets are
captured as vectors that represent the packet feature. Then, an RNN
model is used to process the temporal information between neigh-
boring packets and the micro-flow representation is constructed as
flow feature vectors. Two datasets were used in this study to evaluate
the proposed model, ISCX-2012 dataset and DARPA-1998 dataset,
three evaluation metrics are used in this study, accuracy, recall, and
FP rate, the method shows a good performance regarding these
three metrics [33]. Chuanlong yin et al. [34] propose a deep learn-
ing approach for IDS, based on recurrent neural network (RNN),
preprocessing phase is done on the original NSL-KDD dataset to
convert nonnumeric data to numeric data, the performance of this
approach is measured in binary and multi class classification, three
metrics accuracy, detection ate, and FP rate used in evaluation of
this approach, the approach shoed good result in these three met-
rics for all attacks type, however in U2R and R2L attacks it shows
low detection rate, also the training time still need some improve-
ments [34]. Another model for IDS based on convolutional neural
network (CNN) proposed by Yihan xiao [35], the proposed model
consist of three steps, step 1 the symbolic data converted to numeric
data and the redundant data is removed, in step 2, the CNN model
is trained and the optimal features is obtained from the dataset, step
3, in this step revers fine tuning improve the model performance,
back propagation algorithm fine-tune the network model param-
eters, after the optimal parameters are determined, the evaluation
process of the model is start by the classification results of the test
dataset, KDDCUP99 dataset is used, the performance evaluation of
the model shows there are many works reached better results than

thismodel. ANNalso applied on the latest intrusion datasets such as
CICIDS2017 [36]. Yong zhang et al. [37], propose a new model for
IDS. The newmodel is comprised of twoNN layers; the first layer is
based on improved CNN and used for extraction of the spatial fea-
tures of the traffic; the second layer serves in the extraction of the
temporal features, these two layers (networks) are trained simulta-
neously to extract the spatial and temporal features of the flow, the
method shows high accuracy results [37].

3.3. Decision Trees

It is mainly a classifier of attributes as prespecified in the tree. It
has three essential components—a decision node that specifies the
test attribute, an edge that characterizes the possible attribute val-
ues, and a leaf that represents the class of the object. Based on the
DT concept, new instances can be classified starting from the root,
and proceeding to the branch based on the related value of the con-
sidered object. An instance is considered classified upon reaching
a leaf [38]. A rule injection method has been proposed by Dim-
itrios et al. [39] for IDS; this method is based on GA and DT. The
method comprises of specific GA steps for the enhancement of the
classification capability of the DT. The GA is applied on a set of
DTs with the aim of searching the solution space of the problem by
expanding them. The aim is to search all the possible solution paths
that will later form the final detection rules. Each step introduces
heuristic techniques to address the issues that are mainly caused
by the nature of the task. The proposed method was evaluated on
three datasets (NSL-KDD,UNSW-NB15, andKDDCUP99) and the
results for this method shows that it still need for more improve-
ments [40]. Kai Peng et al. [26], propose an IDS for big data, the
proposed IDS based on DT and consist of three steps, step 1 is the
preprocessing step, dataset contains both numeric and string data,
the string convert to numeric data to reduce the complexity of com-
putation, step 2, is the normalization process over the dataset, step
3 is the final step and DT classify the data and produce the final
result, the method evaluated using KDDCUP99 dataset, and shows
a good results [41]. Another work based onDT proposed byGisung
Kim et al. [42], the proposed method integrating misuse detec-
tion with anomaly detection, the model consist of DT and multiple
1-class SVM; the C4.5 DT was first used for the building of the mis-
use detection model for the decomposition of the normal training
data into smaller subsets. Next, the one-class SVM (1-class SVM)
was deployed for the building of the anomaly detection model in
each of the decomposed region. KDDCUP99 dataset used to evalu-
ate this method [42]. Hassan [43] presented a comprehensive anal-
ysis of several ML techniques in IDS, methods like DT, ANN, and
random forest used in this study, and datasets like KDDCUP99,
ISC2012, and the latest intrusion dataset CICIDS2017 are used in
the evaluation process, results of the studied methods presented at
the end with some statistical test regarding these results [27].

3.4. Bayesian

The Bayesian classifier (BC) relies on the idea that a (natural) class
is expected to predict the feature values for its members. Many IDS
researchers have used BC for the classification of network activities
into normal and abnormal classes. Wajdi et al. [44] developed an
anomaly IDmethod that consist of infinite boundedmixturemodel
andBayesian, infinite boundedmixture us used for feature selection
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with the Bayesian, Bayesianwork as amodel selection, feature selec-
tion and parameter estimation for the infinite mixture model, three
datasets used to evaluate thismodel, KDDCUP99, Kyoto2006+, and
ISC2012, the model is designed for the IOT environment security
[45]. Another work by Abdulhammed et al. [46] proposed feature
reduction in IDS; in this work, auto encoder and principle com-
ponent analysis (PCA) is used for feature reduction. Many classi-
fiers have been used to design efficient IDS and the evaluations
showed the relevance of feature reduction techniques in achieving
good results based on some performance evaluation metrics. These
results portray the possible usefulness of PCA and auto encoder in
feature dimensionality reduction for IDS [46]. Most studies have
focused on improving the detection rate of the four major types of
intrusion using BC method. For instance, Altwaijry [47] succeeded
in using BC as a data classification tool. The results of the study
highlighted the ability of the approach to achieve better perfor-
mance onR2L detection (DR= 85.35%) using 3 features (23, 24, and
31) and 0.6 threshold value [47]. Bayesian network (BN) classifiers
with robust reasoning potentials have consistently been employed
for ID and they have achieved reasonable efficiency and accuracy
levels in such applications. The study by Xiao et al. [36] used BC
that was built from Bayesian model averaging (BMA) over the k-
best BN classifiers. The model was called Bayesian network model
averaging (BNMA) classifier; firstly, subset feature from NSL-KDD
dataset selected to build the classifier, random sample from the
whole dataset used for training process and then thewhole dataset is
employed formodel testing. Data discretizationwas also performed
on the training and testing data features; the next step is finding
the k-best BN structures based on the training set, followed by con-
ditional probability distributions (CPDs) estimation for each net-
work using Bayesian Estimation to generate the k-independent BN
classifiers that will be applied to the testing dataset. Then, the accu-
racy of the four experimental groups is calculated by repeating the
same steps on different sets of training data. Then, the average of the
results for each classifier and each configuration of different sizes is
calculated. The outcome of the study showed a good accuracy level
of the classification process on NSL-KDD dataset [36].

3.5. Support Vector Machine

SVM is a supervised ML technique mainly used for classifica-
tion and prediction [48,49]. To classify, it maps an input vector
into a predefined high-dimensional feature space through some
nonlinear mapping [50]. The feature space is constructed using an
optimal separating hyperplane. As described in [50], if one can con-
struct optimally separating hyperplanes with a small expectation
of the number of support vectors, the generalization ability of the
constructed hyper planes is high. Thus, SVM’s biggest advantage is
that it is effective in high-dimensional spaces. SVMseparates hyper-
planes into two classes: +1 and −1, where the positive value repre-
sents normal data and the negative one is for anomalous data.

Wenying Feng et al. [51], propose a new approach for IDS based on
ant colony and SVM, the ant colony used to cluster the data before
the classification process start, many classes may be under one clus-
ter or vice versa, after that the SVM classify the clustered data into
normal or 4 abnormal classes, KDDCUP99 dataset used to evalu-
ate the proposed approach, the combined approach showed better
results than original SVM and ant colony [51]. Another work by
Enamul Kabir et al. [52] propose a novel statistical technique for

IDS, the proposed approach based on sampling with least square
SVM (LS-SVM). Decision-making in this method proceeds in 2
stages; the first stage involves partitioning of the whole dataset into
a set of arbitrarily predetermined subgroups. Then, the proposed
approach selects the sample representative that will reflect the entire
dataset from these subgroups. The study also developed an opti-
mum allocation scheme based on the observed variabilities within
the subgroups. Then, the second stage is the application of the LS-
SVM to the extracted samples for ID. The model was tested on the
KDDCUP99 dataset and the approach showed good result for both
static and incremental datasets [52]. Vijayanand et al. [53] propose
an IDS for mesh networks based on SVM and genetic algorithm
(GA), the proposed model consist of two steps, in step 1 GA wrap-
per feature selection method is used to select the optimal features
for each class of attacks, the next step, step 2 is a multiple SVM clas-
sifier, each classifiers detect one type of attacks. A different classi-
fier is assigned to each attack group and trained with the specific
features of each attack data as selected by the proposed FS tech-
nique. The classifiers are linearly arranged, with each being placed
based on the attack severity. For each classifier, the output is either
belongs to the attack group or to the nonattack group except the
output of the last classifier which belongs to a new category. If the
data is classified as belonging to the attack category, the classifier
will report the user for more processing; else, it will forward the
input data to the next classifier to determine the category. This pro-
cess is continued until the input data category is determined. The
performance of the proposed system was evaluated on intrusion
datasets generated by a wireless mesh network simulation process
in NS3 based on the delay, packet delivery ratio, etc., as the metrics
[53]. A novel SVM has been proposed by Kuang et al. [54] for IDS
which combines kernel PCA (KPCA) with improved chaotic par-
ticle swarm optimization (ICPSO). This method uses multi-layer
SVM to detect attack or normal activities while the KPCA is for fea-
ture dimensionality reduction. The ICPSO is used to optimize the
SVM parameters; the aim of this study is to shorten the computa-
tional time and increase the predictive accuracy, small sample of
KDDCUP99 dataset used to evaluate this model, the model shows
shorten training and testing time, and increase the accuracy com-
paring to single SVM [54]. Another work does the feature selec-
tion and SVM parameters optimization in the field of IDS is pre-
sented by Bamakan et al. [49]. In this study, IDS frame work pre-
sented by using precise optimization techniques such as time vary-
ing chaos PSO (TVCPSO) to perform feature selection and param-
eter setting simultaneously for MCLP and SVM. The study aims
to maximize the detection rate and reduce the rate of false alarm
using the least number of features. This method was evaluated on
the NSL-KDD and KDDCUP99 datasets and the results showed
reduced false alarm rate and good detection rate for Probe and
Dos attacks while failing to effectively capture R2L and U2R attacks
[49]. The study by Raman et al. [55] proposed an adaptive IDS that
relied on hypergraph-based GA (HG-GA) for feature selection and
parameter setting in SVM. The parameters optimized in this study
are C, 𝛾 for SVM each gen in the chromosome of GA is repre-
sent a feature in the feature space of the dataset, the dataset used in
this study is NSL-KDD dataset, the study focus on improving the
detection ate and false alarm rate, and it gain a good result in this
domain compare to other work [55]. Another work based on subset
feature selection and parameters optimization is presented by Tao
et al. [56], GA and SVM is proposed in this work, GA is used
to select optimal sub set of features first and optimize the SVM
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Table 1 Comparative analysis of ML algorithms.

Technique Notes Ref.

k-NN Weakness Suffer from high dimensionality and
overfitting

[57]

Strength Easy to implement [58]
ANN Weakness Need more time for training [59]

The detection precision for low
frequent attacks is low

Strength Better pattern recognition than other
algorithms

[60]

Self-organizing maps do not require
label at input

DT Strength Better in accuracy and false positive [42,61]
Rate compared to the static models
Require less training time

BN Strength Best algorithm when training data is
scare

[62]

Simple and high accuracy
Reduce time complexity

SVM Weakness Dimensionality and size of dataset
affect the training complexity

[56,63]

Higher FP than other algorithms
make it difficult to use

Parameters like (c, 𝛾) affect its
performance if not tuned well

Strength Most use and overall best classifier [63,64]
Overfitting can be solved easy by
chaining with other algorithms

Process feature vector of high
dimension

parameters (C, 𝛾), and the SVM classify the data into normal or
four intrusions type, new fitness function also has been proposed
in this study, KDDCUP99 dataset used to evaluate the proposed
algorithm, the result shows that the proposed algorithm succeed to
reduce the classification time, FNRandFPR, and increase the detec-
tion rate [56].

3.6. Comparative Study of ML in IDS

Many ML frameworks have found application in IDS; however,
each of these ML frameworks has weaknesses and strengths, and
the effective of the algorithm applied in the IDS depends on many
things, feature selection used or not, number of instance used to
train the model, number of instances used to test the model, opti-
mize the parameters of the algorithm (if any), etc., and choosing one
of these algorithms as it is the best algorithm for IDS is not straight
forward algorithm, many researchers work in the IDS explained,
and Table 1 give an abstract for the five ML algorithms studied in
the literature, and their weaknesses and strengths.

One of the best ML algorithms used in the IDS is SVM [65], how-
ever, SVM like other algorithms has weakness and strength, the
strength can be summarized in three points [63], firstly, SVM is
the most used ML algorithm in the IDS field and also is give the
best overall accuracy among ML algorithms, overfitting which is a
general problem in the ML algorithms can be easily solved in SVM
by combining SVM with other algorithms like GA, PSO, teach-
ing learning-based optimization algorithm (TLBO), JAYA, etc. [56],
another strength in the SVM is its ability to process high dimen-
sion feature vector, which make it the best choice to bullied IDS

for large intrusion dataset like KDDCUP99 (approximately 5 mil-
lion records) and CICIDS2017 dataset (approximately 3 million
records) [66].

However, even all these strengths in the SVM, still there are many
weaknesses need to be solved before using SVM in the IDS field, one
of SVM weaknesses is, dimensionality and size of dataset affect the
training complexity, that is why feature selection mechanism need
to be apply with the SVM before being used in the IDS [63,64], fea-
ture selection reduce the dimension of processed data and the size
which yield to reduce the complexity and time needed to process
the data, another weakness with the SVM is, higher FP than other
algorithmsmake it difficult to use [63], parameters like (C, 𝛾) affect
the performance of SVM if not tuned well, these two weaknesses
can be solved by tuning the parameters of SVM, that is way opti-
mization algorithm needed to optimize the SVM parameters [56].

4. OPTIMIZATION ALGORITHMS WITH SVM
IN IDS

Toovercome theweaknesses in the SVM, researchers combine SVM
with many optimization algorithms to improve the performance of
SVM. This section will explain the most used optimization algo-
rithms in the IDS, the optimization algorithm can be classified into
two types weather it has or it hasn’t parameters to tune during the
execution.

4.1. Parameters Containing Algorithms

4.1.1. Genetic algorithm

This is an optimization method that was based on evolutionary
computation and relies on the survival of the fittest concept. It relies
on two operators—mutation and crossover to achieve optimality
(Holland, [67]). There are many works uses GA with SVM in the
field of IDS, Senthilnayaki et al. [68], use GA with SVM and propos
a model for IDS, GA in this study used as feature selection to select
the optimal feature, out of 41 feature in KDDCUP99, GA chose 10
only and these 10 features give better result than the 41 features
[68]. Another study in the field of IDS uses GA with SVM is pre-
sented by Tao et al. [56], the proposed method uses GA along with
SVM to choose the optimal subset of features and simultaneously
theGAoptimize the parameters of SVMandweighting the features,
GA accelerate the algorithm performance and increase the accu-
racy reduce the classification time [56]. Kannan et al. [69] use GA
with SVM to propose a method for IDS, in this work GA used for
two purpose, firstly to remove the duplicate features and secondly,
chose the best subset of features, this work succeed to reduce num-
ber of features and obtain better result [69].

4.1.2. Particle swarm optimization algorithm (PSO)

This metaheuristic was first proposed in 1995 by Eberhart and
Kennedy [70] based on inspiration from social behaviors, such as
flocking of birds and schooling of fish. PSO has various similari-
ties with evolutionary computation just that it lacks the evolution
operators. Various studies have attempted the combination of SVM
and PSO to improve performance in IDS.Wang et al. [71] propose a
method for IDS combining PSO with SVM, PSO in this study used
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to optimize to important parameters of SVM which are C and 𝜆.
The result shows that the performance of the SVM is accelerated
when using PSO, the classification time is reduced and the accu-
racy and detection rate are increased [71]. Another work by Wang
et al. [72] try to combine PSO with SVM. In this study, the original
PSO was used for the determination of the free parameters of SVM
while the binary PSOwas used to derive the optimum feature subset
for building the IDS. The outcome of the evaluation showed better
performance of the PSO-SVM method compared to regular SVM
[72]. A model for FS, ID and parameter optimization has been pro-
posed by Ma et al. [73] using binary PSO algorithm and SVM. This
study aimed to find the better SVM parameters and a feature sub-
set that represents the key features of network intrusion using the
improved BPSO-SVM. From the evaluation report, the proposed
approach performed better than the original SVM and some of the
other existing IDS [73].

4.1.3. Ant colony algorithm

The ant colony algorithm (ACO) was developed by Dorigo et al.
[74] as a novel heuristic for solving difficult combinatorial opti-
mization tasks. The ACO was developed based on inspiration from
the level of organization in natural ant colonies. Ants are endowed
with the ability to find the shortest path to their colonies through
deposition of pheromone along their path to guide the subsequent
ants toward their food source or to their colony. The pheromone
deposited by the ants along their path evaporates with time; hence,
paths with less pheromone will become less popular while the path
mostly chosen by the ants will keep having higher pheromone con-
centration as many ants will keep choosing it as the shortest path
to their colony (this results to convergence in the ACO). Many
works in the field of IDS have tried to combine ACO with SVM;
for instance, Gao et al. [75] suggested a novel ID approach that
combined ACO (for FS) and SVM (for ID). In this approach, the
intrusion features are represented as graphere nodes where the
edges denote the addition of new features. The ants travel through
the graph to add nodes until the termination condition is met.
The fisher discrimination rate is adopted as the heuristic informa-
tion for the ants’ traversal. To ensure than several SVM classifiers
are not trained, the method succeed to minimize the number of
features, thereby improved SVM performance. Another study by
Wang et al. [71] combined ACO with SVM; the ACO was used for
selection of features with a feature weighting SVM. The accuracy
of SVM classification and feature subset dimension was used to
establish a comprehensive fitness weighting index. Then, ACO
was used for global optimization as its multiple search capabil-
ities helped to reach optimality. The selected key network data
features and the estimated IG access were used to access various
features weights for building the SVM based on the features of net-
work attacks. Lastly, the final design of the local search methods
is refined to ensure no redundant features in the selected features
while improving the convergence resistance. The performance of
the algorithm was evaluated on KDD1999 dataset and the results
show the ability of the approach to achieve effective features dimen-
sionality reduction, thereby improving the accuracy and speed of
network ID [76].

4.1.4. Limitations of parameters containing
algorithm

Combining the optimization algorithm with the classification algo-
rithm could improve the performance of the classifiers, Sections
5.1, 5.2, and 5.3 explain some of the work in the IDS that combine
optimization algorithms with SVM, these three algorithms (PSO,
GA, and ACO) are no longer can survive against the new types of
attacks, all these algorithms suffer from many lacks and problems
make it inefficient when facing new types of attacks, these algo-
rithms are probabilistic algorithms and require specific parame-
ters that need to be controlled when it make the experiment take
long time to be performed [77] as different frameworks require
specific control parameters. For instance, GA relies on mutation
and crossover parameters as the selection operator while PSO relies
on inertia weight, cognitive and social parameters; similarly, ACO
requires tuning of the specific algorithmic parameters. It is impor-
tant that the algorithm specific parameters are well tuned as they
determine the performance of the specific algorithms. Improper
parameter tuning could either increase the algorithmic computa-
tional effort or cause local optima entrapment. Hence, the need
to use new designed optimization algorithms that overcome these
lacks and problems has become the new way for the researchers in
the field of IDS. In the next section we explain two newly proposed
optimization algorithms that could be used in the field of IDS.

4.2. Parameters Less Algorithms

4.2.1. Teaching learning-based optimization
algorithm (TLBO)

This algorithm was developed by [78] as an optimization strategy
for solvingmechanical design-related problems; it requires no user-
defined parameter and has been evaluated on different benchmark
functions where it has performed excellently compared to other
algorithms. The feasibility of using the novel TLBO in the selec-
tion of optimal free SVM parameters has been studied by [79]. The
results showed the success of the hybrid SVM–TLBO in finding
the optimal parameters and achieved good predictions in compari-
son to the normal SVM. Another study by [80] extended the SVM-
TLBO via introduction of a dimension reduction approach formin-
imizing the number of input variables using PCA, KPCA, and inde-
pendent component analysis (ICA). The study by [81] reported
the better performance of TLBO compared to some of the exist-
ing population-based optimization algorithms. The effect of sample
size and number of iterations on TLBO performance has also been
evaluated by Rao and Patel [82]; the study confirmed the possibility
of applying TLBO on several optimization tasks. Kiziloz et al. [83]
recommended 3 multi-objective TLBO frameworks as feature sub-
set selectors in binary classification FSS-BCP. Among the 3 meth-
ods, MTLBO-ST presented as the fastest algorithms despite provid-
ing few numbers of non-dominated solutions. However, MTLBO-
NS explored the solution space and achieved a set of nondominated
solutions at reduced execution time. MTLBO-MD achieved simi-
lar solutions with MTLBO-NS within a significantly reduce period.
Hence, the proposedMTLBOwere evaluated for their performance
using ELM, SVM, and LR.
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4.2.2. JAYA optimization algorithm

This is a novel algorithm put together by Rao [77] that has found
application in various intractable optimization problems. JAYA is
different from most of the existing optimization algorithms by not
requiring any form of parameters tuning [77]. It has been used as
a benchmarking function for both constrained and unconstrained
tasks. Despite requiring no parameters tuning (parameter-free), it
differed from TLBO as it requires no form of learning by work-
ing only with the teacher phase [84]. JAYA works on the concept of
finding the solution to problems by moving toward the best solu-
tion only while actively avoiding the low-quality ones. It relies on
few control parameters, such as the number of design variables,
the maximum number of generations, as well as the population
size; it requires no specific control parameter that may require tun-
ing before the computational phase. The study by [85] developed
a new computer vision-based alcoholism identification method
from healthy controls. There are three basic components of this
methodwhich are the proposedwavelet Renyi entropy, feedforward
NN, and a three-segment encoded Jaya algorithm. The evaluations
showed themethod to reach a level of sensitivity though its accuracy
requires some improvements. Parallel algorithms and their detailed
analysis were presented by Hector et al. [86]. The study presented
a hybrid framework that relies on inherent parallelism at 2 differ-
ent levels. It exploited the lower and upper level via parallel and
distributed shared memory platforms, respectively. It was reported
that both algorithms achieved scalability; hence, the hybrid algo-
rithm was found applicable to several processes with almost perfect
levels of efficiency. The experiments showed that about 60 processes
were required to achieve the ideal level of efficiency. The systemwas
also analyzed with 30 unconstrained functions and found to obtain
similar level of efficiencies for all the considered test functions. A
novel E-JAYA algorithm has been proposed by [87] for improving
the functionality of the traditional JAY. The E-JAYA relies on the
average of the better and worse groups to establish optimality. The
analysis showed that E-JAYA achieved better accuracy in compari-
son to the traditional JAYA. In the proposed E-JAYA, the behavior
of the swarmwas considered rather than just considering the behav-
iors of the best and worst individuals. Furthermore, the E-JAYAwas
deployed on 12 benchmark functions of different levels of dimen-
sionality. An effective scheme for demand-side management has
been presented by [88] for preventing peak creation while lower-
ing electricity bill. This report employed 3 frameworks (JAYA, SBA,
and EDE) tomeet some set objectives; the TOUpricing schemewas
also used for computing electricity bill. The outcome of the study
showed that JAYA succeeded in achieving low electricity bill and
keeping the PAR low while keeping the users happy. The SBA was
also found to outperform JAYA and EDE in meeting user demands
as it related inversely with the electricity bill. The study by [85] pre-
sented an improved JAYA (IJAYA) for accurate and steadyPVmodel
parameters estimation. The study introduced a self-adaptive weight
in the IJAYA for adjusting the chances of reaching the best solution
while avoiding the bad ones during active search. The weight was
incorporated to aid the framework reach the possible search area
early, as well as to perform the local search later. A learning strategy
derived from the experience of other individuals was incorporated
in the algorithm; this learning strategy is randomly employed for
improving the population diversity.

The new proposed optimization algorithms (TLBO and JAYA)
show their superiority to other optimization algorithms [77,81,83],

these two algorithms are new proposed and not yet been applied in
the field of IDS, applying these algorithms in IDS could give bet-
ter result than other optimization algorithms, these two algorithms
can be apply in feature selection, parameter optimization, andmany
other optimization fields in IDS. However, even these newly pro-
posed algorithms still need some improvements to improve and
enhance their work [87,89,57,58].

5. CONCLUSION

This paper represents literature review with several sections, begin
with introduction to IDS, next section explain the IDS types and
techniques specially based on ML. Moreover, next section includes
analysis of ML algorithms such as ANN, BN, DT, KNN, and SVM,
and state weaknesses and strengths for each one that lead to choose
SVM. Optimization algorithms and their advantage when used in
IDS explain in the next section, also the limitation of existing algo-
rithms and the need for new parameter less algorithms in IDS
explain that lead to choose TLBO and JAYA.
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