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Abstract. This study was focused on assessing the groundwater as a source using 

odor by electronic nose (E-nose). Water is a finite resource that essential for hu-

mans and ecosystem existence. The suitable quality water resources need to be 

paid attention since it controlled by naturalistic activities such as geology, motion 

of groundwater, and water-rock interaction. In general, it is tasteless, odorless, 

and nearly colorless liquid but in other aspect, it also fulfills the need of minerals 

in human body up to a certain limit. The anthropogenic activities had caused an 

imbalance of these minerals in water that result in degradation of its quality. The 

aim of this study to apply an E-nose in classification of water and to identify odor 

pattern. It consists of sensor array which mimic the olfactory receptor in human 

nose that ability to sniff volatile odor that usually undetectable by human nose. 

K-Nearest Neighbor (KNN) is applied in performing the intelligent classification 

with mean feature data as an input. The finding results shows that the E-nose 

sensitivity, specificity and accuracy indicates at 100% for Euclidean distance. 

Keywords: Groundwater, Tube well, E-Nose, Odor pattern, Mean data feature, 

Intelligent classification, K-Nearest Neighbors. 

1 Introduction 

Groundwater has become as main source of drinking water that meets the demand for 

all human life including animals and more than half of the world’s population depends 

on ground water for survival [1]. It is susceptible to pollution because of varieties of 

manmade activities, an excessive usage of fertilizers, pesticides, rapid industrial 

growth, increased anthropogenic activities and pollution of ground water aquifers also 

make many of wells unfit for consumption [2, 3]. In fact, the groundwater quality is 

degrading day by day that become a serious matter of concern, as poor-quality water 

poses a threat to health and the cleanliness of living beings [4]. Hence it is needed 

authentication technologies and more study to improve the water quality and environ-

mental sector.  

In Malaysia, water sources are rivers and streams, which depend heavily on rainfall 

and groundwater with the quality of the raw water monitored by state water monitoring 
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and controlling authorities [5]. Meanwhile, the public water supply in Kelantan is op-

erated by Air Kelantan Sdn. Bhd. (AKSB), through a concessionaire agreement with 

state government, responsible for the development, operation and maintenance of the 

ground water supply system in the state [6]. There are many research proposal based 

on water such as [7] study on groundwater measures or quality and its suitability for 

drinking and irrigation, and contaminant sources. Mubarra Noreen and  Isma Younes 

make a research on appraisal of water quality measurements [8], [9] study on analysis 

of well water quality. The quality of raw water varies because of high amounts of mi-

croorganisms or industrial contaminants and these disturbances accompanied with un-

pleasant odor or taste that do generally not possesses a health risk, if the raw water is 

processed properly [10]. 

In recent years, application of E-nose in environmental monitoring has been classi-

fied into four main categories; water quality monitoring, air quality monitoring, process 

control, and pollution or odor control [11]. E-noses in advance provide low cost and 

portable electronic instruments that have rapid response, good sensitivity and precision 

[12]. The principle of E-nose is starts with odor molecules by the scent sampler is react 

with gas sensor array and converted into electrical signals [13]. Nowadays, it used se-

lected combination of sensors in order  to improve the accuracy [14]. 

The nonparametric analytical tools and concepts are needed to analyze such massive 

data to keep up with rapidly growing technology and which can also be used in the 

analysis of continuous streaming big data. [15] study on urban river (black odor river) 

with the efficacy of an E-nose with Linear Discriminant Analysis, Analysis of Variance 

for pH, chemical oxygen demand, total nitrogen content, and total phosphorous content. 

Meanwhile, [16] is focus on accuracy level of KNN and Support Vector Machine algo-

rithm in classification water quality status based on river. 

KNN is a simplest memory-based algorithm that widely used in predictive analysis 

by observations in the training set to find the most similar properties[17, 18]. It also 

selected as one of the top-10 data mining algorithms that assigns a class label to an 

unlabeled object based on the class labels of its k nearest neighbors [19]. The aim of 

this method to classify new objects based on training data that closest to the object [20, 

21]. In determine the k-variable this issue had been consider in this research with the 

smaller k will result a higher noise sensitivity, while the larger k smoother decision 

boundaries and lower noise sensitivity [22]. So, it recommended to choose  the number 

of k is an odd sequence, and must not be a multiple of the number of classes in order to 

avoid any possible tie [23, 24]. As for KNN classifier, the distance function and classify 

rule were explored to obtain the optimum output in identify differences between sam-

ples with one portion of the first data is used as training and the remaining is for testing 

purposed [25].  

The depth of well will depend the concentrations of arsenic [26]. Tube wells is clas-

sified into three depth categories, shallow wells (< 140 feet), intermediate-depth wells 

(140-300 feet) and deep wells (≥ 300 feet)[27]. Nonparametric methods have capabili-

ties to yield transformational changes in research based on the data generated by re-

searchers and also needed to analyze data to keep up with rapidly growing technology 

or used in the analysis of continuous streaming big data [28]. This study is focus on 
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classification of groundwater sources with the samples taken from tube wells with KNN 

as a classifier and to identify the odor pattern. 

2 Materials and Methodology 

2.1 Preparation of Sample, Measured the Data and E-nose Setup 

The experiment setup in this research is beginning with preparation of ground water 

sample via tube wells and E-nose setup that shows in Figure 1. The data and samples 

used in this study are collected in Kelantan from four tube well with depth in the range 

of 150 to 180 feet (intermediate depth wells). The sample of ground water that taken 

on the site is stored in bottle and been labelled. Meanwhile one sample of ground water 

that had undergo treatment process (sample E) is collected at water plant Kg. Puteh as 

a reference. The samples from tube well are labelled as sample A, B, C and D. One set 

of E-nose that consist of four MOS sensor is setup and connect to laptop (software) to 

read and save the raw data of all samples. Before the measurement of sample is taken, 

it is run first without samples in order to warm up and testing the E-nose. The measure-

ment of E-nose is based on different response of sensor and odorant molecule by ob-

serving the change of electrical resistance that later is stored as raw data.  

 

Fig. 1 E-nose diagram and preparation of data measurement for groundwater. 

To perform this study for software analysis, a software code was developed in 

MATLAB. The process of data measurement is starts by collect 200 data x 4 sensors x 

5 times for each sample. Next, E-nose is in a rest condition for a few minutes before 

proceeded to the other samples as to free it from odorant molecule of the previous sam-

ple. In order to get optimal sense of sensor, the purging process or air cleaning is done 

for every next cycle data collection to prevent sensor blockage of the previous odorant 

samples. So, the total output of raw data from E-nose for sample A, B, C, D and E is 

1000 data x 4 sensor for each (matrix numeric number). In data pre-processing, nor-

malization and mean calculation technique is applied. For normalization, it used to nor-

malize the raw data to get only in the range (0 - 1) for each sensor so in order to reduce 

error and normalizing the range of the data. From the normalize data, the mean 
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calculation is applied to minimize the size of data set from 200 data x 5 x 4 sensor to 

200 data x 1 x 4 sensor for each sample. The processing phase is very crucial in data 

analysis starts with raw data, normalize the raw data measurement and mean data fea-

tures that interprets by odor pattern graph. 

2.2 K-Nearest Neighbors (KNN) 

The mean features data is used as input in KNN model for intelligent classification 

phase. KNN had been chosen for this study as it one of the simplest machine learning 

algorithms for classification, easy to run and the mostly used by others researcher in 

their project. About 200 mean data splits into two sections, training and testing data by 

specific ratio (X1:Y1 to Xi: Yi) with the selection ratio is divided by 10 datasets of sam-

ple. This selection is repeated by increase the ratio 10% until it reaches Xi: Yi is 90:10 

where i=10 that show in the Table 1. As for example of 10:90, the dataset has been 

divided into 10% training and 90% testing data. 

Table 1  KNN data splitting ratio 

Splitting Ratio (Xi, Yi) Training Testing data 

X1:Y1 TR1 TE1 

X2:Y2 TR2 TE2 

… … … 

… … … 

Xi: Yi TRm TEi 

 

In this case, the training dataset is for validation while the testing dataset is used for 

predicting. Next, the similarity function is obtained using Euclidean distance with im-

plication of three different rule (nearest, random and consensus). This process in done 

by knnclassify function in MATLAB with parameter of k=1,2,3,6 and 9 based on near-

est neighbors (represent in confusion matrix). Lastly, the result from KNN classifica-

tion is display in term of percentage for sensitivity, specificity and accuracy. 

3 Results and Analysis 

3.1 Data Analysis  

The results of normalized data for all sample (5 sample x 1000 data) were plot with 

yellow plus sign represent for sample A from tube well 1, black cross mark represent 

for sample B from tube well 2, blue square mark represent for sample C from tube well 

3, green circle mark represent for sample D from tube well 4 and red star mark represent 

for water sample from well that been treated. Figure 2 shows visualization pattern with 

1000 of data for each sample in each sensor (S1, S2, S3 and S4). It shows that S1 is the 

highest response of sensor to odorant sample with the value in the range of 0.8 to 1.0. 
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The other three sensor less sensitive towards samples because of wide range of sensor 

responds with average minimum responds is 0.3. However, it can be concluded that the 

significant variation responds produce different sensitivity of sensor toward sample. 

Vertical axis shows the quantitative value of the resistance reading in whilst horizontal 

axis shows the sensor attribution or sensor array. 

 

Fig. 2 Normalize Raw Data for Sample A, B, C, D and E. 

In order to make the graph pattern easier to see by naked eyes, the solid line is drawn 

between sensor’s response. The previous 1000 data for each sensor now become 200 

data after the size of dataset in reduce by mean calculation technique. In Figure 3 rep-

resent the most similar responds in between sample C and D. In general, S1 and S2 

shows the response a bit similar for each sensor with S1 higher than S2 but not imple-

ment to S3 and S4. From the mean data features, S1 still produced the highest response 

in the range 0.9 to 1.0. Meanwhile S2 had two different range which is 0.7 to 0.9 rep-

resent for sample A and B and 0.4 to 0.6 for sample C, D and E. The most difference 

response of 5 samples clearly can be shown in S4. 

 

Fig. 3 Normalize Raw Data for Sample A, B, C, D and E.K-Nearest Neighbors (KNN) 
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The result of KNN voting based on nearest neighbors has been produced in confusion 

matrix to evaluate the KNN algorithm classification and demonstrates the correct clas-

sification and misclassification of data. Parameter of k=1, 2, 3,6 and 9 is used in this 

project as a controlling variable parameter for KNN classifier.  

Fig. 4 represent for the Euclidean distance with nearest rule implication. All data are 

in the correct class indicate that KNN has ability to classify all samples for all splitting 

ratio with the nearest rule. 

 

Fig. 4(a) Confusion Matrix of KNN for Euclidean distance with nearest rule. 
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Fig. 4(b) Confusion Matrix of KNN for Euclidean distance with nearest rule. 

Next, the results of knnclassify function with Euclidean distance and random rule 

shown in Figure 5 are in correct class that also has ability to classify all samples for all 

splitting ratios.   

 

Fig. 5(a) Confusion Matrix of KNN for Euclidean distance with random rule. 
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Fig. 5(b) Confusion Matrix of KNN for Euclidean distance with random rule. 

Meanwhile, KNN with consensus rule is represent in Figure 6 also give the same 

results as nearest and random rule. For example, the total actual sample is same with 

the total predicted samples with = 180, 160, 140,120, 100 for the data splitting ratio 

10:90, 20:80, 30:70, 40:60 and 50:50 The data is classified by using 1, 2, 3, 6 and 9 

nearest neighbors. In summary, the different rule and parameter in this project produce 

the same results. 

 

Fig. 6(a) Confusion Matrix of KNN for Euclidean distance with consensus rule. 
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Fig. 6(b) Confusion Matrix of KNN for Euclidean distance with consensus rule. 

Based on confusion matrix of KNN classifier, the performance measured is evalu-

ated by statistical analysis in term of percentage of accuracy, specificity and sensitivity. 

Accuracy is the sum of true positive (TP) and false negative (FP) of sample A, B, C, D 

and E divided by the total number of the samples. Meanwhile specificity is the number 

of TN divided by the total data of FP and TN. Sensitivity is the result of TP divided by 

the sum of true positive false negative result. The classification performance measure 

of ground water sample based on accuracy, sensitivity and specificity is 100% as show 

in Figure 7. 



10 

 

Fig. 7 Performance Measure. 

4 Conclusions 

In conclusion, odor pattern for samples A, B, C, D and E that represent for ground water 

samples were established. E-nose as a measurement tool in environmental field espe-

cially in water had been apply with its capability to classify 5 different samples. The 
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classification of ground water is successful with the accuracy, sensitivity and specificity 

approximately 100%.  
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