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Abstract: The Covid19 has significantly changed the global landscape in every 

aspect including economy, social life, and many others. After almost two years of 

living with the pandemic, new challenges are faced by the research community. It 

may take some time before the world can be declared as totally safe from the virus. 

Therefore, prediction of Covid19 confirmed cases is vital for the sake of proper 

prevention and precaution steps. In this study, a hybrid Barnacles Mating Optimizer 

with Least Square Support Vector Machines (BMO-LSSVM) is proposed for 

prediction of Covid19 confirmed cases. The employed data are the Covid19 cases in 

China which are defined in daily periodicity. The BMO was utilized to obtain optimal 

values of LSSVM hyper-parameters. Later, with the optimized values of the hyper-

parameters, the prediction task will be executed by LSSVM. Through the experiments, 

the study recommends the superiority of BMO-LSSVM over the other identified 

hybrid algorithms.  

Keywords: Barnacles mating optimizer, time series prediction, optimization, machine 

learning, Meta-Heuristic.  

1. Introduction 

The year of 2020 has begun with unexpected situation when the Coronavirus hit the 

citizens of Wuhan, China during end of 2019. Later, the virus which is known as 

Covid19 spread in no time throughout the whole world. Declared as a pandemic by 

World Health Organizations (WHO) [1], the virus has caused millions of confirmed 

cases globally and significantly impacted the healthcare systems. Many countries 

took drastic action to announce the lockdown from weeks to months, to avoid the 

spread of the virus. This eventually has given a significant impact to the global 

economy, education, social and many other sectors. Many companies have chosen to 

discontinue their operation, the students having trouble to adapt with online learning 

and even some were left out due to family problem. Not to mention the difficulty that 

have been going through by the labourers and immigrants. After almost two years, 
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recent research shows that the virus is now spreading faster than previously reported 

with the emergence of variants of the virus viz. Delta and Lambda. Many countries 

are facing with another Covid19 wave, which includes Canada as number of cases 

spike across many of the countries and makes them now to be in 4th wave. Previously 

India had a huge strike, which caused the healthcare system to be understaffed. 

Meanwhile Malaysia is currently going through the hard time when the number of 

daily cases started to increase in June and hit more than 20000 daily in August.  

On the other hand, many countries in the world are now striving to achieve 

the herd immunity by providing intensive vaccination to the community where the 

priority is given to the frontliners and elderly. Nonetheless, it is still taking some time 

before the world can be declared as totally safe. Therefore, proper prevention and 

precaution steps are important to avoid the sudden increase of such cases. Fig. 1 

shows the graph for COVID-19 confirmed cases from 17 March-22 April 2020 while 

Fig. 2 visualizes the share of people who are fully and partly vaccinated against 

Covid19. 
 

 
Fig. 1. COVID-19 confirmed cases from 17 March-22 April 2020 

 

Fig. 2. Share of people vaccinated against COVID-19, August 10, 2021 [2] 

 

Concerning that matter, several safety measures have been emphasized to the 

public, which include the practice of facemask, social distancing and travelling 

restriction. Besides that, prediction is one of the actions that can be considered to 

avert the increase the number of cases. Since years ago, meta-heuristic based 

prediction models have been favourable among academic community, not only due 

https://ourworldindata.org/explorers/coronavirus-data-explorer?zoomToSelection=true&facet=none&pickerSort=asc&pickerMetric=location&Metric=People+vaccinated+%28by+dose%29&Interval=7-day+rolling+average&Relative+to+Population=true&Align+outbreaks=false&country=OWID_WRL~IND~USA~IDN~BRA~NGA~BGD~RUS~MEX~JPN~PHL~EGY~VNM~TUR~IRN~DEU~THA~GBR~FRA~ITA~ZAF~KEN~KOR~COL~ESP~ARG~SDN~UKR~IRQ~AFG~POL~CAN~MAR~SAU~UZB~PER~AGO~MYS~MOZ~GHA
https://ourworldindata.org/explorers/coronavirus-data-explorer?zoomToSelection=true&facet=none&pickerSort=asc&pickerMetric=location&Metric=People+vaccinated+%28by+dose%29&Interval=7-day+rolling+average&Relative+to+Population=true&Align+outbreaks=false&country=OWID_WRL~IND~USA~IDN~BRA~NGA~BGD~RUS~MEX~JPN~PHL~EGY~VNM~TUR~IRN~DEU~THA~GBR~FRA~ITA~ZAF~KEN~KOR~COL~ESP~ARG~SDN~UKR~IRQ~AFG~POL~CAN~MAR~SAU~UZB~PER~AGO~MYS~MOZ~GHA
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to its efficiency [3] but the simplicity offered as well [4]. The application of meta-

heuristic based prediction models can be seen widely applied across fields such as in 

agricultural [5], cloud computing [6], renewable energy [7, 8], tunnelling technology 

[9], economy [10], energy operation and management [11] and many more. The 

application of meta-heuristic based methods for prediction also can be applied in 

various horizon; whether short, medium or long term. Started from the well known 

Genetic Algorithm (GA) [12], the meta-heuristic later has grown rapidly, and still are 

progressively developed until today. Basically, meta-heuristic can be classified into 

four main groups, based on how they are developed. They are Evolutionary 

Computation (EC), Swarm Intelligence (SI), Physical phenomenon-based algorithm, 

and human-based algorithm.  

In brief, Evolutionary Computation (EC) simulates biological evolution, which 

includes several processes such as reproduction, mutation, recombination, and 

selection. Other than GA, Differential Evolution (DE) [13] and Evolutionary 

Programming (EP) [14] to name a few, are also categorized as Evolutionary 

Computation. Moving on to the next group, which is Swarm Intelligence algorithm, 

this algorithm becomes a phenomenon by its uniqueness in mimicking the 

intelligence behaviour of numerous animals or insects in nature. None of the other 

Particle Swarm Optimization (PSO) [15] which is among the first SI based algorithm 

mimics the motion of bird flock or fish school in nature. Besides PSO, this group also 

consists of Ant Colony Optimization (ACO) [16] which is inspirited by the intelligent 

nature of ants in discovering shortest path to food source, Artificial Bee Colony 

(ABC) [17] imitates the unique foraging behaviour of honey bees, Grey Wolf 

Optimizer (GWO) [18] replicates the hunting mechanism of grey wolf (Canis Lupus), 

Moth-Flame Optimizer (MFO) [4] influenced by the flying mechanism of moths in 

nature to mention a few. These outstanding algorithms undoubtedly dominate the 

field of nature-inspired meta-heuristics due to its capability in producing good 

performance in various fields. 

Meanwhile, Gravitational Search Algorithm (GSA) which is motivated from 

law of gravity [19], Big Bang Big Crunch Algorithm (BB-BC Algorithm) [20] which 

is developed based on theories of the evolution of the universe and Black Hole 

Algorithm (BH Algorithm) [21] which is inspired from black hole phenomenon are 

several examples of physical phenomenon-based algorithms. Basically, the 

algorithms that fall under this roof is oriented by various nature and physic law. 

Finally, Human-based Algorithm incorporated of meta-heuristic algorithms which 

are motivated by how human characterizes and adapts in life such as in learning and 

socializing. Example of methods that are categorized under this group are Harmony 

Search Algorithm (HSA) [22] that is enlightened by the symphonic process of 

searching for an ideal state of harmony, Volleyball Premier League Algorithm 

(VPLA) [23] has emerged from the interaction among players in volleyball league 

and many more. 

In this study, a relatively new EC algorithm namely Barnacles Mating Optimizer 

(BMO) [24] is presented for time series prediction of Covid19 confirmed cases. In 

literature, a good number of prediction for Covid19 cases have been presented, 

utilizing various approaches which include a notable machine learning algorithm 

https://en.wikipedia.org/wiki/Metaheuristic
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namely Support Vector Regression (SVR) for prediction of Covid19 cases in India 

[25] and also Artificial Neural Network (ANN) for Covid19 prediction in Brazil, 

Portugal and United States [26]. Meanwhile in [27], a few statistical prediction model 

have been employed which are based on Exponential Smoothing,  ARIMA, SARIMA 

and SARIMAX. Similar approaches also can be seen in [28]. Nonetheless, the 

application of statistical techniques in prediction is unsuitable due to the linear 

structure of the techniques which makes them incapable to capture the nonlinear 

patterns in the time series data of interest. Even though various methods have been 

proposed for this issue, however, this issue is still wide open for enhancements and 

finding better methods is essential due to the critical state of the pandemic. 

Enlightened from the unique behaviour of barnacles in mating, the BMO is 

chosen due to its competitiveness to the other existing meta-heuristic algorithms 

which includes GA, PSO, MFO and a few others. For the sake of improving the 

prediction model, rather than applying BMO as an individual, the BMO is hybrid 

with Least Squares Support Vector Machines (LSSVM). LSSVM has been 

recognized a powerful machine learning algorithm in solving various tasks which 

include prediction. By hybridizing the BMO with LSSVM, the prediction model 

could be avoided from having many optimization parameters which indirectly will 

reduce the complexity of the prediction model, instead, the BMO is only responsible 

to automatically optimize two hyper-parameters of interest in LSSVM namely kernel 

parameter, σ2 and regularization parameter, γ.  Having the optimized values of these 

two parameters is vital in obtaining good generalization in prediction task. For 

simulation purposes, the proposed BMO-LSSVM is realized on daily frequency of 

Covid9 confirmed cases in China. Later, the performance of BMO-LSSVM has been 

compared against three comparable LSSVM hybrid models namely GWO-LSSVM, 

MFO-LSSVM and hybrid LSSVM with Cuckoo Search (CS-LSSVM) as well. 

The aim if this study is to develop a Covid19 confirmed cases prediction model. 

In order to achieve the goal, the study is further divided into two objectives as follow: 

i. To optimize the LSSVM hyper-parameters using BMO Algorithm. 

ii. To construct a hybrid BMO-LSSVM that will be able to produce good 

generalization in prediction and escape from premature convergence. 

The remaining of this paper is structured as follow: Section 2 and 3 provide a 

brief review and mathematical model of BMO and LSSVM, respectively. This is 

followed by the implemented methodology in Section 4. Section 5 discusses the 

obtain result while the analysis of the results is provided in Section 6. Finally,  

Section 7 concludes the study. 

2. Barnacles mating optimizer 

This section provides an insight of barnacles in nature, followed by the mathematical 

model of BMO and prediction. 

2.1. Barnacles in nature 

In nature, barnacles live in the ocean or watery area and are governed by their own 

uniqueness. Commonly, barnacles are found permanently attached to hard object 
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such as ships, corals or rocks. The uniqueness of barnacles relies on its penis length 

where it is probably among the longest among microorganism, relative to its body 

size. With such feature, barnacles are able to perform mating activity to overcome 

their immobile condition. Taking the advantage of the distinctive feature possed by 

the barnacles, the BMO is formulated as follow: 

2.2. Mathematical model of BMO 

The following section provides the formulation of BMO [24]. 

2.2.1. Initialization 

Initially, the candidate solutions are represented as in the next equation. This stage 

involved the generation of candidate solutions which are randomly generated. An 

evaluation will be executed to get the initial performance of candidates, followed by 

the sorting phase: 

(1)   
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1 1
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,  

where N indicates the dimension of control variables to be optimized while n 

represents the population of barnacles which can be considered as the candidate for 

the solution. The control variables in (1) is subject to the boundaries of the problem 

at hands, as defined in the next two equatins, respectively: 

(2)    1ub ub ,..., ub ,i   

(3)   1lb lb ,..., lb ,i   

where ub is the upper bound and lb is lower bound of i-th variables.  

2.2.2. Selection 

The selection process for mating to produce new offsprings is performed randomly. 

However, it is subject to the parameter that need to be tuned namely pl which 

represents the range of the barnacles can be mated. Barnacles are classified as 

hermaphroditic organism which can contribute and receive sperm from others [29]. 

Nonetheless, for the simplicity in the formulation of the BMO algorithm, it is 

assumed that at one particular time each barnacle can be fertilized by one barnacle 

only. In nature, the self-mating process can be occurred, but is is very rare as 

mentioned in [30]. Therefore, it will not be considered in the mathematical model of 

BMO.  

2.2.3. Reproduction 

In BMO, the reproduction of new offspring is based on the Hardy-Weinberg principle 

according to which in the new offspring created the features or characters from the 

parents are inherited, as  

(4)   
_ new

barnacles _ d barnacle_ m ,N N N
ix px qx  ,  
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where p indicates the normally distributed pseudo random numbers between the 

range of [0, 1], q = 1 – p, barnacles _ d

Nx  and barnacle _ m

Nx  represent the variableof Dad and 

Mum of barnacles, respectively. It can be said that p and q denote the percentage of 

characteristic of Dad and Mum that are embedded in the generation of new offspring. 

Thus, the offspring inherits the features of Dad and Mum based on probability of 

random number between 0 to 1. Example, let say p if 0.55 (randomly generated), it 

means that the new offspring inherits 55% of the Dad’s feature and 45% from the 

Mum’s feature. It also can be noted that the (4) can be treated as exploitation process 

of the BMO in obtaining new solution.  

In BMO, the exploitation and exploration processes are highly depedent on the 

value of pl. If the selection of barnacles to be mated is within the range of the Dad’s 

barnacles to be mated with Mum, the exploitation is occurred, i.e., (4) is applied. As 

described in Section 2.2.2, sperm cast occurs when the selection of barnacles to be 

mated exceeds the value of pl that has been set initially. The sperm cast process is 

formulated as  

(5)   
n _ new

barnacle _ mrand() ,N
ix x   

where rand() denotes the random number gerated between the range of [0, 1]. The 

pseudo code of BMO is given in Fig. 3. 

 
Fig. 3. Pseudo code of BMO 

3. Least squares support vector machines 

The LSSVM is a variant of standard Support Vector Machines (SVM) which offers 

better solution strategy, the formulation of LSSVM for regression task is as follow. 
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Formally, having a training set of N points {xi, yi}, i=1, …, N, where xi indicates 

the input values while yi represents the output values, the objective is to estimate a 

model based on [31]: 

(6)   
T( ) ( ) .i iy x w x b e     

In (6), w denotes the weight vector, φ(xi)n is the non-linear function which 

maps the input space into a higher dimensional feature space, b represents the 

biasness while ei serves as the error between the actual and predicted output at the  

i-th training data. Meanwhile, xi and y(x) designate input and output, respectively. 

The coefficient vector w and bias term b can be calculated as defined in [31]: 

(7)   
T 2

1

min 1 1
( , )

, , 2 2

N

i

i

J w e w w e
w b e




   , 

subject to the equality constraints  
T ( )i i iy w x b e   ,   i = 1, 2, …, N, 

where γ is the regularization parameter which is important in balancing the 

complexity of the LSSVM prediction model. 

By applying the Lagrangian multiplier to (7) produces [31]:  

(8)    T

1

( , , , ) ( , ) ( )
N

i i i i

i

L w b e J w e w x b e y  


    , 

where αi are Lagrange multipliers. Differentiating (8) with w, b, ei and αi, the 

conditions for optimality is as express in the equations (for 1, 2,...,i N ) [31]:  
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The following linear equations are obtained by eliminating the w and ei
 [31]:  

(10)   

T 00
,

1/ v

by

y I 

    
    

     
  

with y = [y1, …, yN], α=[α1, …, αN], I is the identity matrix, and 1v =[1,…,1]. The 

kernel trick is applied as follows [31]: 

(11)   
T

,( ) ( ) ( ),   , 1,..., .i i i lil x x K x x i l N      

The resulting of LSSVM model for regression in (1) becomes to [31]: 

(12)    

1

( ) ( , ) ,
N

i i

i

y x a K x x b
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where α and b are the solutions of (10). Considering the non-linear features of the 

data set employed, in this study, Radial Basis Function (RBF) kernel is used as it is 

suitable to handle such data and is able to give good performance in many prediction 

cases. It is expressed as [31]: 

(13)   

2

22( , )

ix x

iK x x e 



 , 

where σ2 is one of the tuning parameter which is related to RBF kernel. The other 

adjustable parameter of RBF kernel is regularization parameter γ which can be seen 

in (7). 

4. Methodology  

This section describes the implemented methodology for this study. It consists of data 

collection, experiment setup, the structure of BMO-LSSVM and performance 

evaluation. 

4.1. Dataset 

For simulation purposes, this study employs historical COVID-19 confirmed cases 

dataset of China, which is collected from [32]. The dataset which is defined in daily 

periodicity covers these, reported in Chinese provinces, regions and cities which 

inludes Hubei Province, Guandong Province, Beijing Municipality, and others. In 

this study, the utilized dataset ranges from 25 January 2020 to 22 April 2020. Sample 

of dataset is as tabulated in Table 1.  

Table 1. Sample of COVID-19 confirmed cases 

Date Number of confirmed cases 

25 January 2020 1297 

26 January 2020 1985 

27 January 2020 2761 

28 January 2020 4537 

29 January 2020 5997 

30 January 2020 7736 

31 January 2020 9720 

1 February 2020 11821 

2 February 2020 14411 

3 February 2020 17238 

4.2. Experiment setup 

This section describes the experiment setup for this study which incorporates input 

and output, data division for training, validation and testing phases, BMO-LSSVM 

prediction model and finally performance evaluation criteria. 

4.2.1. Input and output 

For prediction modelling, in this study, the input utilizes is the number of COVID-19 

cases from day 1 to day 6 while the output is to predict the number of confirmed cases 

from day 7 and onwards. The dataset is divided into training, validation and testing 
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with a 70-15-15% split. The training set has been utilized to train the prediction 

model, the validation set for LSSVM hyper-parameters tuning and model selection, 

while the test set has been employed for evaluating the performance of the final 

outputs. 

4.2.2. BMO-LSSVM 

In this study, the BMO is employed to tune the LSSVM hyper-parameters namely ℽ 

and σ2. Later, the optimized values projected by the BMO will be utilized by LSSVM 

for prediction of Covid19 confirmed cases. It is worth noting that the capability of 

LSSVM in prediction is highly dependent on the values of the hyper-parameters. 

Therefore, it is vital for BMO to be able to produce the optimal values. In this study, 

the objective function is guided by Root Mean Square Percentage Error (RMSPE). 

The definition of RMSPE is given Section 4.2.4. The aim of the hybridization is to 

obtain optimal values for both hyper-parameters of interest that will produce 

minimum prediction error. The pseudo code of hybrid BMO-LSSVM is given in  

Fig. 4. By referring to the figure, the LSSVM process is embedded in line 2 and 17, 

where the evaluation of fitness function is performed based on training and validation 

by LSSVM.  
 

 
 

Fig. 4. Pseudo code of BMO-LSSVM 

4.2.3. Properties setting 

Prior to running the experimental process, the properties of BMO-LSSVM,  

CS-LSSVM, GWO-LSSVM and MFO-LSSVM are set, as tabulated in Table 2. The 

properties involved are size of population, maximum number of iterations, upper 
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bound and lower bound for LSSVM hyper parameters and pl for BMO-LSSVM. All 

the properties values are set based on trial-and-error approach. The maximum 

iteration is set to 100 since the results can converge within 100 iterations. Meanwhile, 

for population size, the number is adequate to produce the desired results.  
 

Table 2. Properties of prediction techniques utilized  

Property BMO-LSSVM CS-LSSVM GWO-LSSVM MFO-LSSVM 

Population size 20 20 20 20 

Maximum Iteration 100 100 100 100 

pl 13 - - - 

Upper bound 1000 1000 1000 1000 

Lower bound 1 1 1 1 

4.2.4. Performance evaluation criteria 

In evaluating the time series prediction models, in this study, the prediction 

performance of BMO-LSSVM and the rest of identified algorithms are measured 

based on four metrics, namely Root Mean Square Percentage Error (RMSPE), Mean 

Absolute Percentage Error (MAPE) Median Absolute Percentage Error (MdAPE) 

and Theil’s U.  These metrics are defined as in the next four equations, respectively: 

(14)   
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Here: n = 1, 2, …, N; yn = actual values; y(xn) = predicted values; N =number of test 

data. The stated metrics imply that the better performance of prediction models, the 

metrics would be smaller.  

5. Results 

This section describes the obtained results upon completing the series of experiments. 

Table 3 shows the produced results by BMO-LSSVM and the other three identified 

hybrid algorithms viz. CS-LSSVM, GWO-LSSVM and MFO-LSSVM. From the 

table, it is highlighted that BMO-LSSVM outperforms the other identified prediction 

models by producing lowest RMSPE which is 0.0031 when the values of ℽ and σ2 are 

set to 313.769 and 1.7019, respectively. This is followed by CS-LSSVM and  

MFO-LSSVM which recorded similar RMSPE with 0.0037. Finally, GWO-LSSVM 

recorded bigger error with 0.0043 of RMSPE. The hyper-parameters values recorded 

by GWO-LSSVM are ℽ=243.785 and σ2= 5.3622. Other than RMSPE, the other 
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metrics namely MAPE, MdAPE and Theil’sU produced by BMO-LSSVM also 

showed smaller error compared to the other hybrid algorithms. This shows a good 

agreement between the employed metrics.  
 

Table 3. COVID19 confirmed cases prediction: BMO-LSSVM vs GWO-LSSVM vs  

MFO-LSSVM vs CS-LSSVM 

Algorithm ℽ σ2 RMSPE (%) MAPE (%) MdAPE (%) Theil’sU 

BMO-LSSVM 313.769 1.7019 0.0031 0.282 0.266 0.0015 

CS-LSSVM 423.874 6.3026 0.0037 0.349 0.334 0.0018 

GWO-LSSVM 243.785 5.3622 0.0043 0.416 0.3983 0.0022 

MFO-LSSVM 426.285 6.3312 0.0037 0.353 0.3372 0.0019 

The statistical result in graphical presentation is depicted in Fig. 5. From the 

figure, it is illustrated that the BMO-LSSVM (denoted by straight-crossed line) is 

able to produce closer prediction values to the target values (blue solid line) in most 

days during testing phase, compared to the other identified algorithms. During the 

sudden spike of cases which is day 78, even the prediction value of BMO-LSSVM 

has been also incapable to produce closer prediction value to the target, nonetheless, 

the BMO-LSSVM prediction models is still able to portray the pattern compared to 

the other identified algorithms.  

 
Fig. 5. COVID19 confirmed cases prediction: Comparison between actual values and the identified 

algorithms 
 

Meanwhile, Table 4 shows the prediction values produced by the prediction 

models, compared to actual values, from day 77 to 89. The bold font indicates that 

the prediction values produced by the prediction model is closer to the target values 

on the respective day. The superiority of BMO-LSSVM is demonstrated when the 

model is able to produce closer prediction values compared to the other identified 

models, in most of the days.  
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Table 4. COVID19 confirmed cases prediction: Target vs BMO-LSSVM vs 

GWO-LSSVM vs MFO-LSSVM vs CS-LSSVM 

Day Target 
BMO-

LSSVM 

CS-

LSSVM 

GWO-

LSSVM 

MFO-

LSSVM 

77 83305 83205 83067 83032 83065 

78 83369 83266 83138 83099 83136 

79 83482 83323 83203 83162 83201 

80 83597 83393 83278 83236 83275 

81 83696 83473 83369 83323 83366 

82 83745 83551 83460 83410 83457 

83 83797 83614 83543 83488 83540 

84 84149 83670 83617 83559 83613 

85 84180 83805 83737 83684 83733 

86 84201 83904 83903 83829 83899 

87 84237 83961 83976 83901 83972 

88 84250 84005 84059 83980 84055 

89 84287 84047 84139 84056 84135 
 

The convergence performance BMO-LSSVM, CS-LSSVM, GWO-LSSVM and 

MFO-LSSVM is visualized in Fig. 6. From the figure, it is shown that the  

BMO-LSSVM converges at a slightly higher value, which is 0.0388, while the 

convergence value recorded by GWO-LSSVM is 0.0062 lower than the one produced 

by BMO-LSSVM.  
 

 
Fig. 6. Comparison on convergence rate: BMO-LSSVM vs. CS-LSSVM vs. GWO-LSSVM vs.  

MFO-LSSVM 

Besides the above performance measurement, another statistical test has been 

also conducted which is T-test. The obtained results are tabulated in Table 5. The 

table clearly shows that positive results are obtained for each pair of comparison. This 

implies that the statistical level of the difference of the means between BMO-LSSVM 
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and the other three identified hybrid algorithms is significant at 0.05% significance 

level.  

Table 5. Significant test 

Algorithms Sig. (2 tailed) 

BMO-LSSVM – CS-LSSVM 0.0181 

BMO-LSSVM – GWO-LSSVM 0.0000 

BMO-LSSVM – MFO-LSSVM 0.0129 

6. Discussion 

The obtained results produced by BMO-LSSVM show the capability of the proposed 

prediction model in yielding closer prediction values, compared to the other identified 

hybrid algorithms. The results produced show a good agreement in all employed 

statistical metrics utilized namely RMSPE, MAPE, MdAPE and Theil’sU. Besides 

the prediction error, the convergence rate show a competitive result as well. This 

shows the capability of BMO-LSSVM to escape from local minimum. To justify the 

proposed enhancement, the T-test has been conducted, which showed the positive 

result.  On the other hand, the incapability of the prediction model to predict correct 

or closer values during sudden spike of cases are one of the challenges in time series 

prediction. For that matter, enhancing the capability of BMO exploration would be 

an interesting issue to be addressed, hence better generalization in prediction can be 

obtained.  

7. Conclusions 

The Covid19 pandemic is exponentially spreading all over the world rapidly. This 

study proposes a novel hybrid BMO-LSSVM prediction model for Covid19 

confirmed cases in China. The study has employed daily frequency of Covid19 

confirmed cases to predict the number of confirmed cases from day 7 and onwards. 

Comparison has been made against three comparable hybrid algorithms namely  

CS-LSSVM, GWO-LSSVM and MFO-LSSVM. The practical contribution 

emphasized in this study is to overcome the limitation of using single BMO as a 

prediction model where an application of single BMO will cause more optimization 

parameters to be optimized, which also could cause changes in the algorithm, if the 

independent factors change. With the hybridization with LSSVM, the prediction 

model just needs to optimize two hyper-parameters of LSSVM. The findings of the 

study demonstrate the capability of BMO-LSSVM by its capability in producing 

lower prediction error over the identified hybrid algorithms. Besides, in prediction 

rate, the convergence rate produced by BMO-LSSVM is also better. The significant 

test that has been conducted also prove that the difference of the means between 

BMO-LSSVM and the other three identified hybrid algorithms is significant. 
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