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 The prolonged stress needs to be determined and controlled before it harms the physical and 

mental conditions. This research used questionnaire and physiological approaches in 

determine stress. EEG signal is an electrophysiological signal to analyze the signal features. 

The standard features used are peak-to-peak values, mean, standard deviation and root 

means square (RMS). The unique features in this research are Matthew Correlation 

Coefficient Advanced (MCCA) and multimodal capabilities in the area of frequency and 

time-frequency analysis are proposed. In the frequency domain, Power Spectral Density 

(PSD) techniques were applied while Short Time Fourier Transform (STFT) and Continuous 

Wavelet Transform (CWT) were utilized to extract seven features based on time-frequency 

domain. Various methods applied from previous works are still limited by the stress indices. 

The merged works between quantities score and physiological measurements were enhanced 

the stress level from three-levels to six stress levels based on music application will be the 

second contribution. To validate the proposed method and enhance performance between 

electroencephalogram (EEG) signals and stress score, support vector machine (SVM), 

random forest (RF), K- nearest neighbor (KNN) classifier is needed. From the finding, RF 

gained the best performance average accuracy 85% ±10% in Ten-fold and K-fold techniques 

compared with SVM and KNN. 
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1. INTRODUCTION 

 

Stress is an environmental pressure that can harm the 

physical, emotional, or physiological strain. Stress has a huge 

impact on mental well-being and will also cause a detrimental 

repercussion on the human body, particularly mental health 

disorder. The physiological signal is defined as a signal that is 

generated and contains information that can be extracted from 

this signal. The signal enables to examine the physiological 

system's functioning. The stress features are analyzed from 

physiological signal measurement to present in various ways 

such as level classification and quantities scale deriving from 

a questionnaire. The physiological measurement in stress 

detection is countable for most researchers because it is 

performed with high accuracy and reliability with low-cost 

efficiency. The stress detection system is founded on the link 

between the numerical scales in the questionnaire but the real 

discrepancy existed between the calculated stress score and the 

actual stress environment [1]. Therefore, most researchers 

recognized the physiological measurement as the actual stress 

condition. The Electroencephalogram (EEG) signal is used as 

a physiological measurement to observe the mental stress 

signal. For quantities scale, a self-assessment stress 

questionnaire is being used to identify the stress level such as 

Perceived Stress Scale (PSS) [2], State-Trait Anxiety 

Inventory (STAI) [3], Depression Anxiety Stress Scale 

(DASS-21) [4], and International Stress Management 

Association (ISMA) [5] are some examples of self-assessment 

stress questionnaire to recognize the human stress condition. 

In order to explore the human stress level in stress 

classification, a combination of physiological measurement 

and a self-stress assessment questionnaire implementation as 

features is important. Currently, most of the quantities scale 

for stress level is presented in low, medium, and high-stress 

levels. Even though, many methods are used to present the 

reliability and validity of works in stress level with high 

accuracy result but have a limited existing approach appear in 

the stress level improvements. Due to this reason, there is a 

need to improve stress levels, such as in this study works, 

which improved stress levels from three to six indices based 

on EEG signal stimuli features and an ISMA self-assessment 

stress questionnaire. The MCC application is extensively 

applied in previous works, but the lack of gain a high accuracy 

performance. Consequently in this works, the EEG signal 

stimuli from the music application feature applied the 

Matthew Correlation Coefficient Advanced (MCCA) and 

multimodal as a possibility features with three types of the 

classifier as validation features to measure the accuracy 

performance.  

The EEG is a part of electrophysiological signal monitoring 

the signal communication and impulse activity in the desired 

region on the scalp region. The scalp region divides by the left 

and right hemisphere area described by the International 

Federation in Electroencephalography and Clinical 

Neurophysiology adapted standardization 10-20 electrode 

placement system. There are various techniques have been 
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applied to examine and analyze the EEG signal [6-8] in signal 

processing. As a result, most scientists decide to utilize signal 

processing capabilities and functionality as a method 

implementation advantage. The advantages of method will be 

used to determine the standard amplitude and frequency bands 

in EEG signal. The standard amplitude of EEG signal was 

found by using a band-pass filter technique in the frequency 

domain [9]. The purpose of determining the standard 

amplitude is to remove the noise signal contains in the EEG 

signal. The EEG frequency band consists of five bands which 

a divergent description function as mention in Table 1 below 

[10]. Recent studies have revealed that the EEG signal 

frequency bands are compatible for implementation in signal 

processing. However, in this research the frequency band 

range was chosen from 0.5Hz to 16Hz. 
 

Table 1. Overview of frequency band in EEG signal 
 

Frequency 

band 

Frequency 

range (Hz) 

Description 

delta 0.5-4 Slumber 

theta 4-7 Early-stage of rest, sleep or 

drowsiness  

alpha 8-12 Awake and resting  

beta 13-16 Awake with high mental activity  

gamma 16-40 Extremely high mental activity  
 

The consequence after eliminating the EEG signal noise and 

filtering the frequency bands is the features extraction stage. 

The features extraction stage is involved in the sphere of 

frequency and time-frequency domain. These domain 

characteristics were endowed with the ability to run the 

classifier effectively [11]. The EEG data should be evaluated 

spectrally and the frequency sphere's properties examined 

using Power Spectral Density (PSD). The works of Mert and 

Akan [12] have utilized the PSD method in order to estimate 

the power ratio and power intensity which extracted from the 

frequency domain [13]. Aside from power ratio and power 

intensity, power distribution in EEG data can also be evaluated 

using a PSD approach in the frequency domain. Akin and 

Aslan [14] discussed that the Short-Time Fourier Transform 

(STFT) is pertinent in relation to present the EEG signal and 

Continuously Wavelet transform (CWT) in the time-frequency 

region to determine the energy distribution value is stated by 

Ieracitano et al. [15]. Hence, these researchers used STFT and 

CWT to determine the energy distribution value. The energy 

distribution is also considered as a familiar feature for EEG 

signal analysis. In addition to these approaches, the result of 

power distribution value and energy distribution value in the 

area frequency time-frequency to find the peak-to-peak value, 

mean, standard deviation, root means square (RMS) were 

employed as potential features. Although these features were 

being used as common features, this work is innovative in how 

it addresses the research gap. Whereby, the unique of research 

is MCCA and multimodal features will be also added as the 

features. Seven features will be used in signal processing in 

order to improve the stress indices level for four frequency 

band. 

The overview of MCCA and multimodal features are 

described in this part. The MCCA was modified method from 

Matthew correlation coefficient (MCC) method. The origin 

function of MCC is to measure unbalanced data in large data 

sizes in the range from -1 to 1. Another function is capability 

of measuring the predicted and classes of various functions 

[16-18]. In some cases, the accuracy of the MCC measurement 

prior works but limited to address the best accuracy 

performance to show the features obtained which produce the 

better result. Due to this issue, MCCA is established for 

improvement purposes. MCCA is an advanced method which 

is an enhancement parameter from the MCC concept. The 

advantage of this MCCA is it produces a high accuracy 

performance compare with the origin MCC [19] based on 

music application. The modalities understanding can be 

described as a consideration process of separate that can be 

visible for one modality while blind to others. Separate 

unimodal data from the start, then gather information into 

extracted features and perform an action [20]. The involved 

process leads to achieve the optimal result in the classification 

process. In summary, the purpose of adding the MCCA and 

multimodal is because both features show high accuracy and 

optimal result for enhancing the indices of stress level from 

three indices to six stress levels.  

Besides overcoming the research gap problem, the classifier 

part is an important aspect to be considered in exploring the 

enhancement of the stress level. Some works in EEG signal 

processing features and classifier will be used in 

computational methods approach likes support vector machine 

(SVM), random forest (RF), and K- nearest neighbor (KNN). 

These works for stress classifiers are done by Al-Shargie [21] 

for SVM, KNN [22] and RF [23] used to present the reliability 

of computational methods classifier works. This research also 

applied this classifier method to recognize human stress levels. 

The point of a classifier has introduced the distribution of 

stress conditions, but the other computational implication can 

be considered in this research is signal processing based on 

music application. The proposed of presenting the music 

listening implementation because it will manifest the anxiety, 

stress, and relaxation in human. The simulation experience 

from music listening response influences the physiological 

signal in the human brain [24]. From the brain responses to the 

signal, music can calm the emotion and be considered as a part 

of alternative therapy to humans [25] and some investigation 

works to analyze the music level in low and high rhymes are 

done by Alipour et al. [26]. Similar approaches have been used 

in this research to identify the human stress level. The music 

approach describes as the baby rhythm for low rhymes and 

pop-punk for high rhymes.  

The physiological signal in stress indices measurement 

approach is acceptable to be analyzed. However, the stress 

level improvement is identified as research gap for the study 

due to the previous studies pursued insufficiently. From this 

gap, this study will extend the characterization of human stress 

level up to six levels approach. The extended of stress level 

would be able to perform the significant correlation exists 

between physiological signal and quantities scale in numerical 

scale.  

These studies assure a better understanding of enhancement 

of stress indices based on physiological signal and self-stress 

assessment which started by explanation about overview of 

stress and followed by the EEG signal characteristic. Signal 

processing features, extraction and classification would be the 

participant in the main contribution achieved and aim. 

Therefore, the paper primary contribution can be explained 

simply as follows: 

1. The proposed MCCA and multimodal features from EEG 

signal for frequency and time-frequency domain analysis to 

achieve the high human stress accuracy.  

2. The new development of features extraction from EEG 

signal will be enhance the stress level from three-level to six 

stress levels based on music application.  
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2. METHODOLOGY  

 

The proposed frameworks to improve the stress level 

indices using common and proposed features in responses to 

two different types music rhythms and relaxed conditions 

using EMOTIV headband. Refer to Figure 1 shows the system 

enhancement is consists of four steps which are self-

assessment questionnaire, EEG data collection, signal 

processing, and classification. The self-assessment stress 

ISMA questionnaire applied to recognized human stress levels 

in a qualitative score. The EEG signal of 34 subjects is 

recorded using EMOTIV headband responses to two different 

musical rhythms and in relaxed conditions. For signal 

processing stage, it filtered the raw EEG signal in pre-

processing part and features extraction were described about 

the standard features, MCCA and multimodal features 

extracted from four frequency bands for each subject. Three 

principal stress classifiers will be able to characterize human 

depression into six stress levels. The validation of stress 

indices level, Ten-fold cross-validation and k-fold are used 

which splits the data into ten segmentations. The segmentation 

contains 90% for training and 10% for testing. The following 

subsection describes the details for each block. 

 

 
 

Figure 1. The framework of stress enhancement using self-

stress assessment and EEG signal 

 

2.1 Self-stress assessment questionnaire 

 

ISMA stress questionnaire is a self-assessment to recognize 

human stress levels. This assessment contains 25 questions 

and written in English. Therefore, the subject needs to 

comprehend the question in English language before choosing 

the answer. All subjects need to answers all questions and tick 

only one answer for each question. The tick box shows either 

a yes or no answer. The yes answer score is one and the no 

answer score is zero. Then, sum the total answer score to 

diagnose the stress level. From the ISMA questionnaire, total 

scores were diagnosed subject in three levels but the 

enhancement of this level produced six stress levels. The value 

of fractional stress level measurement has been calculated 

experimentally using standard deviation value 3.76 ± 4 [27, 

28]. The proposed six stress levels are obtained directly from 

the standard deviation techniques described in Table 2 below. 

 

Table 2. Stress level description 

 
Level Score Stress State 

L1 0-3 No stress 

L2 4 -7 Low stress 

L3 8-11 Mild stress 

L4 12-15  Moderate Stress 

L5 16-19 Severe stress 

L6 20-25 Extreme stress 

 

2.2 EEG signal 

 

The subject's experiment is carried out under the ethical 

identity number IREC 2021-039, which has been accepted by 

the IIUM Research Ethics Committee (IREC). In the 

experimental data collection, 34 subjects were located in a 

comfortable place with a quiet environment. The subject was 

instructed to sit comfortably on the chair and was encouraged 

to move as little as possible during the session. Subjects were 

directed to answer the self-assessment stress questionnaire. 

Then, sum up the score of the subject to measure the latest 

condition in which the condition level was designed by ISMA. 

For the offline recording of the brain signal of the participants, 

this experiment was using EMOTIV Epoc+ headband device 

with targeted areas in the frontal left and right areas. The 

channel position divide into an odd number (AF3, F7, F3, FC5, 

and T7) in the left and an even number (AF4, F4, F8, FC6, and 

T8) in the right position as shown in Figure 2. This device is 

designated with a saline-based electrode up to 14 channels 

EEG. It is also wirelessly connected with 9 axis motion sensors. 

An earphone device is used while listening to music. The EEG 

data were collected while listening to two types of music and 

relaxed. Each condition was recorded for four minutes. 

 

 
 

Figure 2. Emotive electrode placement 

 

2.3 Signal processing  

 

In signal processing, it contains a four sub-section topic 

which begin with pre-processing and features extraction. Then, 

follow by MCCA and multimodal. This sub-section will be 

thoroughly discussed below. 

 

2.3.1 Pre-processing 

In this section, it describes the signal processing function of 

EEG signal that involved pre-processing and features 

extraction. In pre-processing, the raw EEG signal needs to be 

filtered to gain a standard EEG signal amplitude range 

between -100 μv until 100 μv by using the bandpass filter 

technique. Then, the frequency band was obtained in four 

frequency bands which are delta (0.5-4Hz), theta (4-7 Hz), 

alpha (8-12Hz), and beta (13-16Hz). 

 

2.3.2 Features extraction 

For features extraction, seven features established from the 

EEG signal that includes MCCA and multimodal features for 

each subject. All features are obtained in the concept of 

frequency and time-frequency analysis. The estimation 

features like coefficient power and power distribution are 

measured by filtering the bands properly in frequency domain 

analysis [29, 30]. The power distribution value was expending 

the function in common features such as minimum, maximum, 

and mean [31]. Concurrent works from the common features, 

Kumari and Abirami [32] has also considered the standard 

deviation and root mean square features in PSD to be 

evaluated in signal detection and classification process. The 

PSD method's features have been widely acknowledged in 

prior studies, therefore, it can be considered to be used in this 

paper. 
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To make it simple, time-frequency domain is defined as a 

production of signal occur in both time and frequency 

spectrum in EEG signal. Continuous Wavelet Transform 

(CWT) and Short Time Fourier Transform (STFT) methods in 

the area of time-frequency are most widely used to measure 

energy value [33]. The existing value can be modified to 

derive the minimum, maximum, and median features value in 

the time-frequency domain [34]. The CWT method approach 

determined the standard deviation and root mean square 

features [35]. Similar works of method and features have also 

been used in this research works for the time-frequency 

domain. Although the same approach is exploited in this work 

for both domains, the stated idea of the MCCA and multimodal 

should be taken in features benefit. 

 

2.3.3 MCCA 

MCCA is a more sophisticated approach which could solve 

the accuracy issue in Matthew Correlation Coefficient (MCC) 

that be previously address in this research. Utilizing the 

MCCA function, the enhancement in MCC can be resolved in 

a solution manner using an Eq. (1) and illustrate the process in 

Figure 3. The process of MCCA is started with gained EEG 

signal, then obtained a features extraction from the signal. 

Next is identifying TP and TN of the parameter's value. Lastly, 

calculated the advanced value that can be devised based on 

six-sigma concept. The description for equation is T is for true, 

while P is for positive, and N for negative value, FPa is false 

positive advance, and FNa is false negative advanced. A true 

positive and true negative value is directly obtained from the 

EEG signal features while false positive advanced and false 

negative advanced is gained from the calculation method. The 

simplest calculation method used in both advance parameters 

is by multiplying the false positive and false negative value up 

to six times. The approach of six times is based from six-sigma 

concepts, where this capable in offering a viable solution in 

accuracy performance. As implemented in this research, the 

six-sigma notion is to improve the measurement approach in 

engineering problems [36]. 

 

 
 

Figure 3. The illustration process of MCCA parameter 

establish 

 

𝑀𝐶𝐶𝐴 =
𝑇𝑃 × 𝑇𝑁 − 𝐹𝑃𝑎 × 𝐹𝑁𝑎

√(𝑇𝑃 + 𝐹𝑃𝑎)(𝑇𝑃 + 𝐹𝑁𝑎)(𝑇𝑁 + 𝐹𝑃𝑎)(𝑇𝑁 + 𝐹𝑁𝑎)
 (1) 

 

2.3.4 Multimodal 

Multimodal leads to resolve the accuracy of practical issue 

of the classifier process that has been discussed in introduction. 

The outcome of these issues is highlighted in Eq. (2) below. In 

this equation applied three important parameters to measure 

the multimodal features. These three parameters are α, for 

weighted factor, 𝑝 
𝑒𝑒𝑔
𝑥 , for EEG signal features and 𝑝 

𝑚𝑢𝑠𝑖𝑐
𝑥 , for 

music types. The equation has been expressed in the weighted 

factors by referring to the stress level in ISMA stress 

categories, the EEG signal features being analyzed in spectrum 

frequency domain and time-frequency spectrum and music 

types are defined in low and high rhymes. Then, all the 

parameter values was calculated to show the significant of 

parameter and determined the multimodal results. 

 

𝑝
𝑚𝑢𝑙𝑡𝑖𝑚𝑜𝑑𝑎𝑙
𝑥 = 𝑎𝑝

𝑒𝑒𝑔
𝑥 + (1 − 𝑎)𝑝

𝑚𝑢𝑠𝑖𝑐
𝑥  (2) 

 

2.4 Classifier 

 

The classifier part is a major concern for examining the 

enhancement of stress levels in performance measurement, 

especially in accuracy results. A second issue is an 

improvement from three to six levels based on the 

questionnaire and EEG signal. Therefore, this research was 

employed multiple classifiers methods to validate the result. 

The validation was performed in order to provide confident 

results using SVM, KNN, and RF methods for frequency 

domain and time-frequency domain analysis. A new dataset 

for EEG signal based on music application was used to 

simulate the kernel polynomial parameter in SVM classifier is 

a different approach [7]. However, this approach applied the 

same implementation of data division. Further confirmed 

classifier works are given by the studies [2, 21] that show the 

SVM is capable of reducing the over-fitting risk and produce 

high efficient measurement. For KNN classifier, it has been 

experimentally demonstrated in several techniques of data 

segmentation [37-39]. Nevertheless, the KNN parameter used 

in this study when k is 1 in ratio of 9(training): 1(testing) 

values in order to evaluate the merged features in 

physiological measurement and a self-stress assessment. The 

estimation of decision classifier on various sample datasets in 

predictive accuracy performance is proved by applied RF 

classifier. This classifier is tested using 200 tresses and the 

‘bag’ parameter for Ten-fold cross-validation and k-fold 

supported by the researches [37, 40]. Additionally, cross 

validation applied two techniques are dependent and 

independent techniques. The purposed of applied different 

techniques of cross validation is to test and analyzes the effect 

of random variables or dependent variables in scientific 

measurement. Therefore, dependent for Ten-fold method and 

independent for K-fold method is used. 

 

 

3. RESULT AND DISCUSSION 

 

This section summarizes the finding and contributions 

works made into three parts. Firstly, were explained the 

finding for the enhancement of stress level using a self-stress 

assessment. Next, the filtered EEG signal result will be shown. 

Lastly, the attribute result of physiological measurement and a 

self-stress evaluation utilizing a classifier mechanism with 

signal processing will also be discussed. 

 

3.1 Self-stress assessment questionnaire 

 

A pie diagram of stress level is illustrated in percentage 

result is shown in two figures. The figures are the results 

measurement from ISMA scoring value and the enhancement 

works of stress indices. Using the enhancement approach 

stress level from three to six levels for analyzing data be 

proved in Figure 4 (a) when the scoring result shown in 

percentage format for each stress level after improvement 

implementation. The observation from the result of 

improvement seems to indicate that 0% for L1 and L2. Then 

follows by L3 is 23% while L4 is 44%. Next, L5 is 21%. Lastly 

is 13% for L6. The detailed level description from level 1 to 
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level 6 is explained in Table 2. The study has diverse the 

properties and capabilities of ISMA scoring value done by 

comparing the result in three levels prior enhancement works 

were contribute the score more than 50% apportion to high-

stress report in Figure 4 (b). The precise percentage 

distribution indicates that the result will begin at medium 

stress and go up from there. Assuming that, all subjects are 

experience stress but the percentage was reduced below 50% 

is contribute in stress dominantly contribute after the 

formation of fractional stress level. Therefore, it appears that 

standard deviation method applied is an important factor in 

term of percentage distribution result. The significance of the 

stress result between stress and high stress is demonstrated by 

the accuracy of distinguishing stress at various levels. 

 

 
(a) 

 
(b) 

 

Figure 4. Result ISMA scoring for a) 6 levels b) 3 levels 

 

3.2 Signal processing  

 

3.2.1 Pre-processing  

The predicted result of the bandpass filter method agrees 

with our expectations shown in the figures. Figure 5 shows two 

types of EEG signals. The similarity of those two signals is 

that both contained an EEG signal, but the latter differ in term 

of after filtered process which is artefact and unwanted signal 

be removed. From this explanation, these types of the EEG 

signals demonstrated the differences of signal improvement 

for amplitude references in vertical line values (Y-axis). The 

first figure has shown the raw EEG signal references value 

range in 300μv to -300 μv. The amplitude range indicated that 

the signal is in raw condition and has not yet being filtered. 

After the filtering procedure is complete, the amplitude should 

shift to the typical EEG amplitude range, as illustrated in the 

second image. An advantage of the method approach is usually 

performed a satisfactory filtered result as expected outcome. 

 

 
 

Figure 5. a) Raw EEG signal 

 

 
 

Figure 5. b) Filtered EEG signal 

 

 
 

Figure 6. The MCCA enhancement performance in accuracy 

percentage 

 

3.2.2 MCCA  

Based on the Figure 6, it shows the MCCA approach give a 

beneficial in features performance in this research since it is 

justifiable to prove when the accuracy value is consistently 

increased for both frequency domain and time-frequency 

domain. The accuracy percentage behavior reveals a 

substantial increase of 87.43% and 87.12% in the frequency 

and time-frequency region respectively. The high significant 

changes analyze in MCCA is therefore acceptable to 
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implement as a feature in this work. The results reported that 

the uniqueness of the proposed features is a potential way to 

bridge the gap between prior efforts on accuracy 

measurements technique. The results emphasize the 

importance of six sigma concept usage in improvement 

measurement features. Therefore, the best features 

measurement results will be effected the contributes of 

classification achievement which is agreed by Arunkumar et 

al. [41]. 

 

3.2.3 Multimodal  

The unique features proposed in feature extraction are 

further explored using the multimodal features covered in this 

sub-section. These features can be analyzed by examining the 

parameter of weighted factor, EEG signal features and music 

types in accuracy result. The parameter of weighted and music 

will be applied from qualitative value while EEG signal 

features is gained from the features extraction process which 

were performed the accuracy performance in frequency and 

time-frequency domain shown in Table 3. From this 

interesting finding result, undeniably, it could be hypothesized 

that high accuracy value will be found in frequency and time-

frequency domain. In connection with this finding were shown 

that the multimodal features are valuable and reliable to 

implement as a feature in this work. 

 

Table 3. Multimodal performance result  

 
Domain  Accuracy in percentage  

Frequency  97.44 

Time-frequency  97.49 

 

3.3 Classifier 

 

The classifier techniques would be one option to evaluate 

the impact of stress other than the questionaries’ method. 

However, combining the physiological signal and the self-

stress questionnaire into the study could be a more efficient 

alternative to address the limitations of previous studies 

outline. Therefore, the proposed classifier will be using Ten-

fold cross-validation and k-fold method to evaluate and 

validate the improvement works result demonstrate in two 

domain analysis. Hence, data were analyzed in separate 

primary contributing aspects such as MCCA and Multimodal. 

The result indicates that the objectives were discussed in 

perceptive of frequency and followed by time-frequency 

includes the MCCA and Multimodal features factors. 

 

3.3.1 Frequency domain 

The finding of all classifier methods was evaluated in 

different features shown in the figures below. All classifiers 

(SVM, RF and KNN) in Ten-fold method exhibited higher 

accuracy as compare to K-fold method in MCCA features. For 

the MCCA result in Figure 7, Ten-fold method remarks SVM 

classifier with a high accuracy of 96.77% followed by RF of 

93.54% and KNN of 91.94%. Nevertheless, K-fold is in 

contrast of Ten-fold method when RF achieved more accuracy 

of 87.5% as compared with SVM of 77.5% and KNN of 62.5%. 

In addition, Figure 8 presents the multimodal accuracy in both 

methods. The trend of increasing accuracy percentage in Ten-

fold method began with SVM of 80.64%, KNN of 82.26%, 

and RF of 91.94%. For K-fold in multimodal, KNN shows a 

major gap difference when it achieved 55% accuracy 

compared to SVM and RF achieved 97.5% and 90% 

respectively. Overall, based on the summary of results in the 

frequency domain, the best performance accuracy for MCCA 

and multimodal is RF because it successfully obtained a high 

accuracy in Ten-fold and K-fold method with demonstrated 

average result of 90.52% and 90.97% respectively. In 

comparison to SVM and KNN methods, the RF methods 

approach is more suitable for estimating at the final decision 

level in order to classify the stress level [42]. 

 

 
 

Figure 7. MCCA accuracy performance in percentage for 

ten-fold and K-fold 

 

 
 

Figure 8. Multimodal accuracy performance for ten-fold and 

K-fold in percentage 

 

3.3.2 Time-frequency domain  

To validate the proposed method and enhancement 

performance between EEG signal and stress score, this work 

was conducted a secondary analysis of the signal processing 

in the time-frequency spectrum using STFT and CWT 

methods. These methods applied the same techniques as 

frequency domains are Ten-fold and K-fold for MCCA and 

multimodal features respectively. The purpose of comparing 

the features in Ten-fold and K-fold is to against the scenario 

performance between dependent and independent functions. 

The dependent is examining the features in randomize data 

segmentation while the selected data segmentation applied 

independent function. The primary means of differentiate the 

data segmentation techniques be shown in percentage 

performance such as, STFT methods found a possible high 

accuracy about the MCCA Ten-fold when achieved the 

accuracy more than 90% and most of the classifier gets nearly 

90% accuracy in multimodal features to report in Figure 9. For 

the K-fold method, it performed the accuracy range between 

72.5% to 82.5% for both MCCA and multimodal respectively. 

The result of CWT in MCCA and multimodal using KNN, RF, 

and SVM are illustrated in Figure 10. It is an interesting found 

that all classifiers based on MCCA and multimodal by 
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producing an accuracy range from 80% to 97%. Therefore, to 

confirm the high accuracy shown a significant of result 

evidence is supported by the researches [21, 43]. However, the 

underlying mechanism using K-fold methods attribute to 

performance of a moderate accuracy shown when most of the 

results obtained less than 80% become a study limitation of 

this works. The limitation studies required to improve the K-

fold values should be considered in future works. 

 

 
 

Figure 9. STFT performance in MCCA and multimodal 

using ten-fold and K-fold 

 

 
 

Figure 10. CWT performance in MCCA and multimodal 

using ten-fold and K-fold 

 

The outcome of various measurement techniques leads to 

present the increasing of accuracy consistently using MCCA 

and multimodal here is thought to be novel since they have not 

been used previously in any classifier for stress level. This 

research also contributed scientifically to enhance the stress in 

multiple levels in order to determine the stress level precisely. 

It also obtained information that RF classifier is better than 

SVM and KNN. Other findings were demonstrated that the 

Ten-fold application performed better than K-fold. 

 

 

4. CONCLUSION 

 

The conclusion that can be drawn from this work is a new 

development of features extraction from EEG signal in 

frequency and time-frequency domain has made a substantial 

involvement. As expected, the proposed MCCA and 

multimodal features are powerfully executed, revealing that 

the high accuracy result is successfully realized as the initial 

contribution. The second contribution is stress indices 

enhancement by persuading the high accuracy for the majority 

of the methods employed as evidence to indicate that this 

strategy is reliable to utilize. The proposed features and 

various technique involved consistently demonstrated an 

efficiency impact of accuracy performance. Furthermore, it 

would be also interesting to modify the K-fold methods for 

more efficient accuracy performance. 
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