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Abstract: Data-driven model with predictive ability are important to be used in medical and health-
care. However, the most challenging task in predictive modeling is to construct a prediction model,
which can be addressed using machine learning (ML) methods. The methods are used to learn and
trained the model using a gene expression dataset without being programmed explicitly. Due to the
vast amount of gene expression data, this task becomes complex and time consuming. This paper pro-
vides a recent review on recent progress in ML and deep learning (DL) for cancer classification, which
has received increasing attention in bioinformatics and computational biology. The development of
cancer classification methods based on ML and DL is mostly focused on this review. Although many
methods have been applied to the cancer classification problem, recent progress shows that most of
the successful techniques are those based on supervised and DL methods. In addition, the sources of
the healthcare dataset are also described. The development of many machine learning methods for
insight analysis in cancer classification has brought a lot of improvement in healthcare. Currently,
it seems that there is highly demanded further development of efficient classification methods to
address the expansion of healthcare applications.

Keywords: machine learning; deep learning; cancer classification; biomarker; gene expression

1. Introduction

In the last decades, the production of huge amounts of data is rapidly growing.
Machine and computers have become an important aspect of technology in manipulating
and extracting meaningful insight into the data. In the medical and healthcare field, a huge
number of data has been created using various methods. The data are used in advancing
medical operation and breakthrough research. To extract huge amounts of heterogeneous
data, research in data mining is demanded. Data mining is the process of discovering a
pattern in a dataset [1].

In general, there are three methods of data mining, which are supervised learning,
unsupervised learning, and reinforcement learning. In supervised learning, the labeled
training dataset is used to predict or map input data to the desired output [2]. Under
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unsupervised learning, by contrast, no labeled data are given, and the learning algorithm is
used to find the meaningful pattern and data distribution, such as clustering. Therefore, the
learning model is responsible for identifying patterns or discovering the classes of the data
input. In supervised learning, this procedure can be considered a classification problem [3].
The classification task involves a learning process in which the data are categorized into
a variety of classes. In unsupervised learning, clustering is a common task where the
categories or clusters are searched to describe the data distributions. This approach can be
used as a preprocessing task for feature selection.

This paper mainly focuses on discovering recent developments of machine learning
(ML) and deep learning (DL) methods for cancer classification. The growth of healthcare
data availability and advancement of data analytic tools have led to the enhancement of ML
and DL applications in healthcare [4]. ML and DL have shown significant breakthroughs
in solving a wide range of scientific problems [5]. In healthcare, AI offers a wide range of
applications, including data management, drug research, disease prediction, and design of
treatment [6].

2. Recent Reviews of Artificial Intelligence Application in Healthcare

Several review papers have been conducted to show the potentials, trends, and future
direction of ML and DL applications in genetics, genomics, bioinformatics, and multi-
omics studies [7–16]. The significant outcomes of these work mostly contributed to the
cancer research field. One review has been conducted to analyze the machine learning
applications applied in the genome sequencing data. This caters to the annotation of
sequence elements and epigenetic as well as other omics data. The future challenge of
machine learning techniques based on supervised, semi-supervised, and unsupervised are
also discussed. The authors provided recommendations and guidelines in assisting the
best machine learning methods to be used in the analysis of genetic and genomic data [7].

Other reviews and research focused on specific types of cancer, such as prostate
cancer [9,17] and epigenetics [12]. The authors reviewed the potential application and
machine learning algorithms to be used in prostate cancer and analyzed epigenetics data,
respectively. Single-cell RNA sequencing (scRNA-seq) is one of the recent breakthroughs
of the large-scale transcriptome profiling of individual single cells in a cell population. The
core analysis of the scRNA-seq is to cluster single cells to detect cell subtypes and draw
the networks based on the relationships among cells. Unsupervised learning based on
clustering such as k-means is reviewed to cluster the scRNA-seq [10]. Work in [11] reviews
both clustering and classification methods to measure similarity between scRNA-seq. The
authors discuss machine learning and integrated methods and a description of scRNA-seq
data.

The combination and fusions of different multi-omics workflow on a single cell level
are presented in [13]. The authors discussed how the use of multi-omics workflows could
be used to examine cell phenotype and dynamic changes in a metabolomic state. This can
accelerate biomarker discovery based on a machine learning approach. A recent study has
summarized the important machine learning application and tools in different types of
medicine and healthcare. The work also addressed the future directions and challenges
in applying ML and automated tools [14]. Another advancement in this field is medical
physics. The work in [15] demonstrated the initiative to accelerate the research of AI
application of physics applied to healthcare, which is also referred to as medical physics.

3. Application of Artificial Intelligence in Modern Healthcare

AI is a branch of computer science discipline that is making significant progress toward
applications in various sectors. AI also refers to the development of intelligent computers
that are trained to work and act in the same way as people do. AI was used for the growth
and enhancement of a wide range of areas and sectors, particularly in healthcare, which
allows the machine to learn the data and then make a prediction [18]. Machine learning
techniques have been broadly utilized in many applications from assisting healthcare
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practitioner tasks including MRI image recognition, genome data analysis, to scientific
findings such as classification and prediction. Recent successful applications of AI in
healthcare have been made possible by the increased availability of healthcare data and the
fast development of big data analysis methods [4].

The advancement of computational power has dramatically changed the landscape
of cancer research. The early work back in 2000 has demonstrated the applicability and
practicability of the artificial intelligence techniques in healthcare datasets [19]. The use
of DNA microarray experiments has generated a large amount of data of gene expression
measurements. The important task in gene expression data is to classify the samples into
known categories. The data are valuable to be analyzed, finding the hidden pattern, and
selecting informative features before building the machine learning model to determine
cancer or normal tissue.

There are two types of feature selections in DNA microarray and gene expression data;
filter and wrapper gene selection. The filter method is commonly used in the preprocessing
step of the data. The step is independent of any AI algorithms. The informative features
(we also called ‘informative genes’) are selected based on statistical approaches. The score
from the statistical test such as Pearson’s correlation, t-test, and ANOVA is used to filter the
gene expression data. This can improve the accuracy of cancer classification. The wrapper
gene selection, on the other hand, is the approach that uses a subset of features and trains
the algorithm using that subset. It is based on the practitioner’s inference to add or remove
the feature from the subset. However, this method is computationally expensive and also
reduced a search problem [20]. More state-of-arts reviews of feature selection techniques
can be found in [21].

Machine learning (ML) algorithms, such as the support vector machine (SVM), neural
network (NN), and deep learning (DL), are the common popular algorithms used in solving
ML problems [4]. AI may use advanced algorithms to learn features from a huge volume
of healthcare data and then use insights obtained to help in clinical practice. The ability to
learn and be self-correcting in machine learning can be used through boosting algorithms
such as XGBoost or AdaBoost to enhance accuracy based on feedback. The boosting
algorithm improves the accuracy using an iterative process until the strongest rule is fitted
for test observation. Furthermore, an AI may help to reduce diagnostic and therapeutic
mistakes in human clinical practice, which are unavoidable. There are two main types of
ML techniques: unsupervised learning and supervised learning [22]. AI applications in
healthcare commonly use supervised learning methods. In contrast, unsupervised learning
is commonly applied for feature reduction or extraction, while supervised learning can
be used for predictive modeling. Based on a previous study in [4], the support vector
machine (SVM) and neural networks (NN) were the most popular techniques in medical
application.

4. Cancer Classification with Machine Learning Method

In cancer diagnosis, the classification of a cancerous or non-cancerous gene in different
types of cancer plays a vital role in drug discovery [23]. It is important to accurately
predict different types of cancer and gene associated with cancer in order to provide
better treatment for patients. Classification tasks using ML classifiers allow the machine
to distinguish into multiple classes of the entire dataset based on the features correlated
with them [3]. The input dataset that is fed into the ML model is normally in the form of
numeric data (e.g., gene expression value) or in the form of images (e.g., MRI images) [24].

In the study of cancer classification problems, there are many machine learning
methods that have been widely applied. Supervised and unsupervised are now becoming
the two often used methods in cancer classification [25]. Unsupervised methods discover
the structure of the features of the sample, and one of the most common techniques is the
K-means clustering [26,27]. On the other hand, supervised learning is able to learn based
on sample class information to minimize the loss function [28]. Supervised learning was
used in the field of cancer classification successfully. Table 1 displays recent development
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relevant to ML methods used for cancer classification. Meanwhile, Table 2 depicts the
hybrid methods based on supervised and unsupervised learning in cancer classification.

Table 1. Supervised Machine Learning Methods.

Classification
Method Dataset Description of Ref. Ref. Advantages Limitations

Support vector
machine

ALLAML, DLBCL,
Prostate Lung,

Lymphoma, MLL,
SRBCT, Stjude

Tumor classification
using support vector
machine and sparse

group lasso

[25]

- High accuracy
- Prevents

overfitting
- Flexible kernels

selection for
nonlinearity

- Good ability of
generalization

- Complex
- Slow training

time
- Its

performance
depends on
parameter
selection

MLL, Lymphoma,
Brain, TOX_171,

CNS, DLBCL,
Lung

Feature selection and
tumor classification for
microarray data using
the relaxed lasso and

generalized multi class
support

vector machine

[28]

cDNAs

Classification and
validation of cancer
tissue samples using

microarray
expression data

[19]

Tumors, Brain
Tumors, Leukemia,

Lung, SRBCT,
DLBCL

Using multicategory
support vector

machines (MC-SVMs)
to the diagnose cancer

from gene
expression data

[29]

K-Nearest
Neighbors

Colon, Leukemia,
Lung, Lymphoma-
DLBCL, Ovarian,

Prostate

Cancer classification
using K-Nearest

Neighbors for gene
expression data

[30]
- Suitable for

multi-modal
classes

- Independent of the
joint distribution
of the sample
points and their
classification

- Lower
performance

- Depends on
the choice of
good ‘k’ value

- Performance
often varies
according to
data size

Lung cancer MRI

Cancer detection and
classification using an
enhanced K-Nearest
Neighbors for MRI
lung cancer images

[31]

Naïve Bayes

Wisconsin Breast
Cancer dataset

(WBCD),
lung cancer

Cancer classification
using gaussian

naive bayes
[32]

- Easy to implement
- Requires a small

amount of training
data

- Produce good
results most of the
cases

- Independence
among
variables

- Less accuracyColon cancer
Cancer prediction

using naïve
bayes model

[33]

Random Forest

Wisconsin
diagnostic breast
cancer (WDBC)

Cancer prediction
using Random Forest [33] - Fast

- Scalable
- Robust against

noise
- Does not overfit

- As the number
of trees
increases, the
algorithm
slow down

Dermatoscopic
images

Skin cancer
classification using

Random Forest
[34]
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Table 2. Hybrid of supervised learning and unsupervised learning methods.

Classification
Method

Dimension
Reduction

Method
Dataset Description of

Ref. Ref. Advantages Limitations

Random Forest

K-means
algorithm

Colon cancer,
Lung cancer,

Prostate tumor

A method of
combining

feature
selection

algorithm and
classification

algorithm using
K-means and

Random Forest

[35] - Easy to
implement

- Scales to large
data sets

- Adapts easily
to new example

- Selecting k
manually

- Depends on
initial values

- Clustering
data of
varying sizes
and densityNearest

Neighborhood,
Support Vector

Classifier, Nearest
Mean Classifier

Skin cancer
images

Skin cancer
classification

using K-means
algorithm

[36]

Modified Back
Propagation

(MBP)
Principal

Component
Analysis (PCA)

Ovarian, Colon,
Leukemia

Cancer
detection based
on microarray

data using PCA
and MBP

[37]
- Removes

Correlated
Features

- Efficient
performance

- Reduces
overfitting

- Improves
visualization

- Independent
variables
become less
interpretable

- Requires Data
standardiza-
tion

- Loss of
information

Support vector
machine-

Recursive Feature
Elimination
(SVM-RFE)

Leukemia,
Colon, Breast

Cancer

Gene selection
using PCA for

cancer
classification

[38]

k-nearest
neighbor (k-NN),
artificial neural
network (ANN),

radial basis
function neural

network
(RBFNN), SVM

Independent
Component

Analysis (ICA)

Wisconsin
diagnostic

breast cancer
(WDBC)

Feature
reduction using
ICA for breast

cancer
detection

[39]
- Efficient

computation
- High

performance for
large data sized

- Require more
computa-
tional for
decomposi-
tion

Kernel SVM
(KSVM)

Brain tumor
MRI

Brain tumor
detection and

classification in
MR images

using ICA and
KSVM

[40]

Hidden Markov
model (HMM)

Scale Invariant
Feature

Transform

Brain tumor
MRI

Brain tumor
segmentation

and
classification

based on HMM

[41]

- Strong
statistical bases

- Efficient
performance

- Can handle
variations in
the record
structure

- Requires
training using
annotated
dataSingular Value

Decomposition
(SVD)

Brain tumor
MRI

Brain tumor
segmentation
using HMRF

[42]

4.1. Supervised Learning (SL)

SL is the most common technique for classification problems [43]. The supervised
classification algorithms aim at categorizing data from prior information. The class of
each test data is determined by joining the features and finding patterns from the training
data [3]. Classification involves two phases: (1) a classification algorithm is applied to
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the training dataset (2) the model extracted is validated to a test dataset to evaluate the
performance of the model and accuracy.

Huo [25] proposed a new method for tumor classification based on the gene’s sparse
characteristics in gene expression data. The authors have proposed a method that com-
bines both Kruskal–Wallis rank sum test (KW) and sparse group lasso (SGL) for tumor
classification. Firstly, this method uses KW for initial selection to remove some redundant
genes. Secondly, it uses SGL for further selection to reduce feature genes, and finally,
it uses a support vector machine for tumor classification. The author indicated that the
proposed method had better performance compared to other methods, such as KNN,
Naïve bayes, and Random forest. This proposed method had produced high accuracy with
fewer feature genes. Kang [28] proposed a new method for tumor classification via relaxed
Lasso and generalized multi-class support vector machine (rL-GenSVM). GenSVM uses
regularization parameters to avoid overfitting, reaching high accuracy with fewer feature
genes. The optimal parameters for GenSVM are determined by a grid search of 10-fold
cross-validation. The results showed that the average accuracy of the GenSVM achieves
4% higher than other classifiers based on the advantages of regularization parameters and
radial basis kernel function.

Furthermore, Ayyad [30] proposed a Modified k-nearest neighbor (MKNN) for gene
expression cancer classification. Based on KNN, the proposed technique makes use of a
new weighting strategy. Six well-known microarray datasets were tested, and the results
showed that the classification performance of this technique had increased effectively and
time efficiency. Thamilselvan [31] proposed an enhanced K-nearest neighbor (EKNN) for
cancer detection and classification in MRI lung cancer images. This proposed method was
conducted in 3 stages: the first stage, the morphological method was used in preprocessing
to improve the quality of the images, the second stage, the EKNN method was used
for identifying cancer, and finally, classifying the images as benign and malignant. The
proposed method showed higher accuracy of 97% compared to other methods in image
classification. It also produced better results, processing time in 3 s, low misclassification
rates, and minimum neighbor distance of 0.20889.

In a study by Kamel [32], the authors proposed a Naïve Bayes algorithm based on
Gaussian distribution for cancer classification. The algorithm was tested on two datasets,
the Wisconsin Breast Cancer (WBCD) dataset, and the lung cancer dataset. The proposed
work used z-score normalization to identify the inefficient value of attributes in the clas-
sification that deserved to be zero. The results showed that the proposed work achieved
an accuracy of 98% for breast cancer and 90% for lung cancer. Salmi [33] proposed Naïve
Bayes model for colon cancer prediction. The authors showed that the proposed model
could, therefore, achieve higher classification accuracy and less complexity. In particular, it
achieved 95.24% classification accuracy and could, therefore, be an efficient analysis tool.

Octaviani [44] proposed a Random Forest classification for predicting breast cancer
data. The proposed method was applied to achieve more accurate and reliable classification
performance on cancer microarray data. The data consists of benign and malignant classes.
The result showed in this study achieved more than 99% accuracy for the training data. The
authors also stated that the proposed method could thus provide more accurate decisions
to help the doctors. Nandhini [34] proposed a classification method of skin cancer using
Random Forest. The proposed method was applied for classifying skin lesions of seven
different types using dermatoscopic images. The result showed that the proposed method
achieved 97.3% accuracy on the training dataset.

Very recently, several techniques have been proposed based on supervised learning in
cancer classifications [17,45–53]. From the literature, most of the research is focusing on
feature selection as well as cancer classification. The Naïve Bayes (NB) classifier has been
applied to classified valvular heart disease. The feature selection based on correlation (CFS)
was introduced in [45] to select the informative gene of atrial fibrillation (AF) from multi-
omics data. The proposed method is accurately classified AF from the valvular heart disease
dataset with a precision of 87.5% and AUC of 0.995. Research on identifying biomarkers
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that contribute to the disease and cancer are increasing in recent years. Colorectal cancer
(CRC) is also the most widely studied in bioinformatics.

Recent work has applied feature selection techniques and machine learning to identify
the CRC biomarkers. The Cancer Genome Atlas (TCGA) data are used to perform computa-
tional analysis to identify sex-specific biomarkers [46]. On the other hand, several machine
learning techniques such as SVM, Random Forest, k-nearest neighbors, and naïve Bayesian
tools have been used for the classification and identification of diagnostic markers for major
depressive disorder (MDD) [48]. The finding shows that the SVM classifier performed
better compared to others in terms of classification accuracy, thus distinguishing MDD
samples from healthy, and yielded with an AUC of 0.78. In predicting biomarkers from
liver metastasis, several machine learning algorithms were performed, namely logistic
regression, Random Forest, SVM, neural network, and CatBoost. Based on the comparative
experimental result, the CatBoost algorithm achieved the highest accuracy compared to
other algorithms with 99% accuracy. The model was constructed based on 33 informative
genes selected from CatBoost algorithm.

scRNA-seq or single-cell RNA sequencing is vital in biomedical research. The work
in [50] proposed several classifiers to identify 21 types of cancer and normal tissues using
scRNA-seq data. The comparison of machine learning methods was made using NN, kNN,
and RF. Based on the result, the NN classifier performed better than other algorithms.
Another NN was also introduced to predict biomarkers for disease phenotypes in early
sages such as lung cancer [51]. There are many methods and techniques that have been
applied using machine learning algorithms for cancer classifications. The classification
accuracy is the main concern in the machine learning community. Therefore, work in [52]
introduced a procedure for classification using a noisy gene expression dataset. The
main contribution was the modified dataset that can improve the accuracy using machine
learning algorithms such as SVM, KNN, and Naïve Bayes. Besides cancer classification,
other work using supervised machine learning algorithms to detect a DNA copy in cancel
cells. The proposed tools called CNAPE are able to predict DNA copy in chromosomes
and genes, which produce 80% accuracy.

In summary, many researchers are focusing on supervised machine learning algo-
rithms to identify and predict biomarkers in cancer and disease datasets. SVM classifiers
are most widely used and have shown good performance in this direction.

4.2. Hybrid of Supervised and Unsupervised Learning (UL)

Two major UL methods are clustering and principal component analysis (PCA) [22].
Clustering groups subjects with similar characteristics together into clusters [28]. K-means
clustering, hierarchical clustering, and Gaussian mixture clustering are the most common
clustering algorithms [4]. PCA is commonly used for dimension reduction to make easier
and faster computations. PCA projects the data onto a few principal component (PC)
directions without losing too much information about the subjects. In certain cases, PCA is
first used to reduce data dimension and then used for clustering the subjects into groups.

Aydadenta [35] proposed a method combining feature selection algorithm and classifi-
cation algorithm using K-means and Random Forest. A clustering K-means algorithm was
used to reduce redundancy in microarray data. The features in each cluster were ranked
by applying the Relief algorithm. The results showed that for each dataset, namely colon
cancer, lung cancer, and prostate tumor, the proposed method achieved 85.87%, 98.9%, and
89% accuracy, respectively. The authors stated that the accuracy of the proposed method
was higher than the method without clustering using Random Forest. Mohd [36] proposed
a method for classifying two main skin type cancers (melanoma and non-melanoma) using
K-means algorithm. In this study, a clustering K-means algorithm was used to segment
the skin lesion. The features were extracted from the segmented images using local binary
patterns and color percentiles and tested on different classifiers. The results of the proposed
method showed good accuracy on different rates of classification.
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In a study by Nurfalah [37], the authors proposed a dimension reduction method
and classification microarray data using PCA and MBP (modified backpropagation using
conjugate gradient). For each dataset, including leukemia, ovarian, and colon cancer, the
proposed method yielded 97.14%, 96%, and 76.92% accuracy, respectively. The study
showed that PCA and MBP methods combination resulted in a faster training time than the
conventional method of backpropagation. Kavitha [38] proposed a gene selection method
using PCA and a classification method using SVM-RFE based on cancer microarray data.
The research showed that the combination of PCA and SVM-RFE resulted in high accuracy
and low error rate compared with the SVM and SVM-RFE algorithms.

Mert [39] proposed a feature reduction method using ICA on tumor classification as
benign or malignant. The WDBC dataset dimension was reduced to one feature using ICA.
The proposed method was evaluated using several classifiers, such as ANN, k-NN, RBFNN,
and SVM. The results showed a slightly decreased accuracy with 30 original features except
for RBFNN from 97.53%, 93.14%, and 95.25% to 90.5%, 91.03%, and 90.86%, respectively,
while RBFNN increased from 87.17% to 90.49%. The sensitivity rates for the successfully
detected malignant samples improved from 93.5% to 96.63% for RBFNN and from 96.07%
to 97.47% for SVM, while the others have slightly decreased between 0.96% and 3.09%.
This research showed that the proposed method improved the decision support system
for diagnostic while reducing computational complexity. In [40], the authors proposed a
novel method for the detection and classification of benign and malignant tumors in MR
images of the brain. This research used an anisotropic diffusion filter for preprocessing
and an active contour model for segmentation. The features were extracted from the tumor
MR images using the Daubechies wavelet. The feature vector dimensions were reduced
using ICA. A trained SVM with different kernels as KSVM was used for the brain tumor
classification. The results showed that the proposed method was effective and fast.

Sharma [41] proposed a method of segmentation and classification based on HMM,
which extracted the cancer portion from MRI images of brain cancer. HMM was used
to classify abnormal and normal cells based on the properties of images by scanning,
segmentation, and classification, and cancer boundary detection. The results showed that
the proposed method performed better than the previous method in terms of PSNR, MSE,
fault rate dust detection, and accuracy. Mirzaei [42] proposed a method for brain tumor
segmentation in MR images using the HMRF classifier, SVD feature extraction method,
and wavelet image analysis. The results showed that the proposed method performed
better in tumor detection on MR images of the brain.

In summary, these works applied in dimension reduction (feature selection/feature
extraction) for cancer classification seem to be promising in terms of the scalability of cancer
classification in large-scale models.

5. Recent Deep Learning Methods in Cancer Research

Deep learning (DL) algorithms and architectures nowadays attract a lot of attention
in the scientific community and research globally. Deep learning is a subset of machine
learning algorithms that utilize the advancement of neural networks. It operates by adding
multiple hidden layers, the use of activation function, and hyper parameter optimization to
process the input and produce the output. With this characteristic, the DL model becomes
more complex and more advanced, which gives a lot of benefits to classification tasks. It is
more capable of solving complex and large amounts of data compared to the traditional
machine learning model. Recently, the application of deep learning has made a significant
breakthrough in healthcare, particularly in medical image and cancer classification.

A lot of recent reviews and research are focusing on the deep learning applications
applied in cancer diagnosis and prognosis and used genomics dataset [54–60]. Research
work in [54] reviewed the application of DL in this field and also summarized its ad-
vantages. The authors not only discussed the current literature but also analyzed and
recommended ways to advance in this direction. The partitioner or medical specialist is
also concerned whether these DL technologies are now matured and ready to be used in



Processes 2021, 9, 1466 9 of 12

genomics experiments. To address this issue, the work in [55] provided a mini-review
of the most distinguished DL model that is already matured in genomics research. The
authors also discussed possible challenges and drawbacks and future research directions.
The DL is a fast-growing field and accelerates the changes in genomics, especially when
involving multimodal data analysis for precision medicine. One of the most used deep
learning algorithms is based on the convolution layer. The convolution neural network
(CNN) is one of the widely used in image classification. One comprehensive review has
been conducted to summarize the usage of machine learning, particularly in DL, in solving
medical imaging problems [56]. The results revealed that most of the used imaging datasets
are based on MRI, CT, and radiography/mammography. Cancer and disease commonly
tacked by DL are neurological and cancer diagnoses. A total of 35% of the research used DL
in classification and segmentation. Another research used deep learning for classification
the image of the histopathology of canine mammary tumors and also human breast cancer.
The author proposed a framework based on VGGNet-16, and the result showed that the
accuracy produced by the framework was 97% and 93% for binary classification using the
breast cancer and CMT dataset, respectively.

A comparative study using ML and DL algorithms was conducted to analyze the
performance of these algorithms in classifying cancer types using microarray gene expres-
sion data [57]. The study collected various gene expression datasets of breast, bladder,
kidney, lung, and many other diseases and cancer. The comparison was made based on
the most widely used algorithm, which is logistic regression and deep learning-based
convolution neural network (CNN). The validation of the performance is based on k-fold
cross-validation. The result shows that CNN is capable of producing 94.43% accuracy
compared to traditional machine learning algorithms, with 90.6% accuracy. The interesting
finding also shows that the parameter tuning process is not very significant in improving
the algorithm accuracy. Two other recent studies also demonstrated that the application
of DL for clustering [59] and building a predictive model [58] showed better performance
compared to traditional machine learning algorithms, specifically in using multi-omics
data for cancer studies.

6. Healthcare Dataset for Cancer Classification

In the application of healthcare, AI algorithms need training on the basis of historical
data generated from clinical activities, such as diagnosis, screening, and treatment. The
historical data is fed to the algorithms to train and learn similar groups and correlations
between features [4]. The major sources of health data include physicians notes, diagnostic
imaging, and lab test results [5]. These data types have been used by most of the AI
techniques in different cases during diagnosis. Specifically, in cancer classification, some of
the cancer datasets used by the researchers are Breast Cancer Data Set and Breast Cancer
Wisconsin Data Set from UCI Machine Learning Repository [32], some publicly accessible
datasets such as microarray data from Kent Ridge Bio-medical Data Set Repository [37],
and mini-MIAS database [61].

7. Conclusions

Classification problems in the gene expression dataset have largely been studied
by researchers in the areas of machine learning and statistics. Recent progress tends to
produce robust and advanced methods of classification in order to obtain high accuracy
with fewer error rates and with reasonable computation times. Many researchers have
proposed methods of cancer classification using various techniques, including traditional
ML algorithms based on supervised, unsupervised, and also DL methods that have shown
remarkable results. The traditional methods such as SVM and NN perform better compared
to others in terms of classification accuracy. Due to the many available methods in this
research, the issue of interpretability of the results may arise. With the complexity and high
dimensionality of the gene expression data, interpretation of the accuracy from ML and DL
methods is not enough. The black-box model such as NN is hard to interpret, especially
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when using the gene expression dataset as the input. Many other techniques can be further
investigated to study the interpretation of the ML and DL methods for cancer classification,
including local and global networks, visualization techniques, and many more. This will
open up new possibilities of interpretation studies in cancer classification using ML and DL
methods. The huge size of the dataset that is publicly available is also able to accelerate the
research efforts. Furthermore, gene expression data based on single-cell RNA sequencing
(scRNA-seq) show a promising direction to identify biomarkers that contributes to the
cancerous genes. More efforts are still needed to this end, especially when dealing with
heterogeneous datasets and multi-class data types. In terms of classification, supervised
and DL methods are considered as great interests in this direction. Thus, continued effort
is still needed to obtain more robust cancer classification methods in the future.
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