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The method of higher-order L-moments (LH-moment) was proposed as a 
more robust alternative compared to classical L-moments to characterize 
extreme events. The new derivation will be done for Mielke-Johnson’s Kappa 
and Three-Parameters Kappa Type-II (K3D-II) distributions based on the LH-
moments approach. The data of maximum monthly rainfall for Embong 
station in Terengganu were used as a case study. The analyses were 
conducted using the classical L-moments method with 𝜂 = 0 and LH-
moments methods with 𝜂 = 1, 𝜂 = 2, 𝜂 = 3 and 𝜂 = 4 for a complete data 
series and upper parts of the distributions. The most suitable distributions 
were determined based on the Mean Absolute Deviation Index (MADI), Mean 
Square Deviation Index (MSDI), and Correlation (𝑟). Also, L-moment and LH-
moment ratio diagrams were used to represent visual proofs of the results. 
The analysis showed that LH-moments methods at a higher order of K3D-II 
distribution best fit the data of maximum monthly rainfalls for the Embong 
station for the upper parts of the distribution compared to L-moments. The 
results also proved that whenever 𝜂 increases, LH-moments reflect more and 
more characteristics of the upper part of the distribution. This seems to 
suggest that LH-moments estimates for the upper part of the distribution 
events are superior to L-moments in fitting the data of maximum monthly 
rainfalls. 
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1. Introduction 

*Floods are extreme events that often occur in a 
short period of time and may kill people and destroy 
property. Therefore, necessary to design the 
hydraulic structures to estimate the risks caused by 
such extreme events. Analysis of frequency is 
utilized to find suitable probability distributions for 
the major event (Samantaray and Sahoo, 2021). 
Statistical analysis of major events is frequently 
carried for forecasting significant return period 
occurrences. The presence of extreme data in flood 
data makes it hard to investigate the qualities of 
statistical distributions because extreme events are 
inherently occasional and happen over a short time 
period (Bhat et al., 2019).  

The approximation of how often a certain event 
will take place is called frequency analysis (Hosking 
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and Wallis, 1997). There are many statistical 
methods used in frequency analysis and estimation 
of the parameters of statistical distribution to 
predict the probability of upcoming events based on 
installation the previous observations on selected 
statistical distributions (Harun et al., 2017; Makhtar 
et al., 2016; Zhou et al., 2017; Sharafi et al., 2021; 
Murshed et al. 2018). Some methods that rely on 
moments that have been used over a long period in 
frequency analysis are not always satisfactory 
especially when the sample is small. Hosking (1990) 
introduced the L-moments approach, which has a 
major role in probability distributions parameter 
estimation. This approach has become one of the 
broadest methods used for frequency analysis (Rao 
and Hamed, 2000). 

L-moments estimates have characterized by a 
range of characteristics that make them superior to 
other estimates which depend on the moments. The 
most important of these characteristics, it’s more 
robust when there are extreme values in the data  

compared to conventional moments and their ability 
to describe a wide range of distributions. Compared 
to estimates of maximum likelihood, L-moments 
exist whenever the distribution arithmetic mean 
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exists and they are more accurate and more 
favorable in the circumstance of small trials or when 
the estimates of the maximum likelihood are not 
available or have undesirable characteristics, or are 
difficult to calculate. L-moments are similar to 
conventional moments but can be projected by a 
linear combination of order statistics (Mackenzie 
and Winterstein, 2011). Statistical analyses are used 
in many scientific fields, some of these may be 
simple and easy to analyze or some may be complex 
due to some characteristics like a large range, 
skewness, or variation. Thus, the disparity between 
the upper values and the lower values is very 
common in many fields. So, should choose the best 
methods to describe and analyze the data for getting 
the best estimate. LH-moments are suggested by 
Wang (1997) which could have extra robust 
properties in comparison to L-moments for 
describing the greater events in numbers and the 
upper part of distributions. In other words, LH-
moments are considered a generalization of L-
moment. Therefore, for extreme values, LH-moments 
are also studied for approximating the parameters of 
distributions. 

Using the LH-moments in the estimation of 
predictions leads to reduce the undesirable influence 
of the sample's small quantities (Zakaria et al., 
2018). The result of LH-moment estimation of a four-
parameter kappa distribution for estimating heavy-
tail quantiles suggests that when the L-moment 
method did not succeed in giving a suitable solution, 
the LH-moment approach is useful in handling data 
following a four-parameter kappa distribution 
(Murshed et al., 2014). In a similar study, LH-
moment estimation of Wakeby distribution was used 
with hydrological applications (Busababodhin et al. 
2016). 

A comparative case study was done by Bora et al. 
(2017) for analysis rainfall data of the northeast 
region of India using L-moment and LH-moment, the 
result of the comparative explained that the L1-
moment method is significantly more effective for 
analysis of the data than the other methods which 
used in Park et al. (2009). 

Accordingly, this study initiated the derivation 
parameters of three-parameter kappa Type-II (K3D-
II) distribution using LH-moments. The study also 
focused on assesses the performance of LH-moments 
compared to the conventional L-moments. 

2. Methodology 

2.1. Three-parameter kappa distribution 

The Three-Parameter Kappa Type-II distribution 
(K3D) was proposed by Busababodhin et al. (2016) 
and it is considered as a special type of a four 
parameters kappa distribution (Hosking, 1994; Park 
and Kim, 2007). This distribution has three 
parameters which are 𝜇, 𝛼 and 𝛽, where 𝜇 is a 
location, 𝛼 is a shape and 𝛽 is a scale for 𝜇 ≤
𝑚𝑖𝑛1≤𝑖≤𝑛(𝑥𝑖), 𝛼 > 0, 𝛽 > 0 and 𝑥 > 0. 

The probability distribution function and quantile 
function of the K3D is given by the following 
equations: 
 

𝐹(𝑥) = (
𝑥−𝜇

𝛽
) (𝛼 + (

𝑥−𝜇

𝛽
)
𝛼
)
−
1

𝛼
                                                  (1) 

𝑥(𝐹) = 𝜇 + 𝛽 (
𝛼𝐹𝛼

1−𝐹𝛼
)

1

𝛼
,        0 < 𝐹 < 1                                     (2) 

2.2. L-Moments of K3D distribution 

Hosking developed the L- moment theory based 
on order statistics and he defined the L-moments are 
the linear combinations of probability-weighted 
moments (PWMs) (Hosking and Wallis, 1997). 
Greenwood et al. (1979) defined and summarized 
the theory of PWMs as: 
 

𝛽𝑟 = ∫ 𝑥(𝐹)𝐹𝑟𝑑𝐹
1

0
                                                                        (3) 

 

The first four L-moment are defined as: 
 
𝜆1 = 𝛽0, 
𝜆2 = 2𝛽1 − 𝛽0,                                                                                (4) 
𝜆3 = 6𝛽2 − 6𝛽1 + 𝛽0, 
𝜆4 = 20𝛽3 − 30𝛽2 + 12𝛽1 − 𝛽0 
 

The L-moment ratios defined and calculated by 
Park et al. (2009) as: 
 

𝜏2 =
𝜆2

𝜆1
,                                                                                             (5) 

𝜏3 =
𝜆3

𝜆2
 ,                                                                                            (6) 

𝜏4 =
𝜆4

𝜆2
                                                                                              (7) 

 
With 
 

𝜏𝑟 =
𝜆𝑟

𝜆2
, 𝑟 ≥ 3 

 

Now, use L-moments to estimate the parameters 
of K3D distribution as: 
 

𝛽̂ =
𝑙2

𝛼̂
1
𝛼̂
−1
(2𝐵(

3

𝛼̂
,1−

1

𝛼̂
)−𝐵(

2

𝛼̂
,1−

1

𝛼̂
))

                                                        (8) 

𝜇̂ = 𝑙1 − 𝛽̂𝛼̂
1

𝛼̂
−1𝐵 (

2

𝛼̂
, 1 −

1

𝛼̂
)                                                       (9) 

 

and the values of 𝛼 are found by solving the equation 
 

𝜏3 =
6𝐵(

4

𝛼
,1−

1

𝛼
)−6𝐵(

3

𝛼
,1−

1

𝛼
)+𝐵(

2

𝛼
,1−

1

𝛼
)

2𝐵(
3

𝛼
,1−

1

𝛼
)−𝐵(

2

𝛼
,1−

1

𝛼
)

                                             (10) 

 

because the equation of 𝜏3 depends on  𝛼 only, given 
that the values of 𝜏3 are known. 

2.3. LH-moments of K3D distribution 

LH-moments are considered as a generalization 
of L-moments; based on linear combinations of 
higher-order statistics for describing the larger 
events in the data and the upper part of 
distributions. The relationship between LH-moments 
and PWMs according to (Murshed et al., 2014) can 
be written as: 
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𝜆1
𝜂
= 𝐵𝜂  

𝜆2
𝜂
=

1

2!
(𝜂 + 2)𝐵𝜂+1 − 𝐵𝜂                                                           (11) 

𝜆3
𝜂
=

1

3!
(𝜂 + 3)[(𝜂 + 4)𝐵𝜂+2 − 2(𝜂 + 3)𝐵𝜂+1 + (𝜂 + 2)𝐵𝜂]  

𝜆3
𝜂
=

1

4!
(𝜂 + 4)[(𝜂 + 6)(𝜂 + 5)𝐵𝜂+3 − 3(𝜂 + 5)(𝜂 +

4)𝐵𝜂+2 + 3(𝜂 + 4)(𝜂 + 3)𝐵𝜂+1 − (𝜂 + 3)(𝜂 + 2)𝐵𝜂]  

 

where 𝛽𝑟 is called the standard PWMs and can be 
written as: 
 

𝐵𝑟 =
∫ 𝑥(𝐹)𝐹𝑟𝑑𝐹
1

0

∫ 𝐹𝑟𝑑𝐹
1

0

= (𝑟 + 1)∫ 𝑥(𝐹)𝐹𝑟𝑑𝐹
1

0
= (𝑟 + 1)𝛽𝑟       (12) 

 

The LH-moments ratios are written by: 

  

𝜏3 =
1

3!

(𝜂+3)

(𝜂+2)
(
(𝜂+4)(𝜂+3)𝐵(

𝜂+4

𝛼
,1−

1

𝛼
)−2(𝜂+3)(𝜂+2)𝐵(

𝜂+3

𝛼
,1−

1

𝛼
)+(𝜂+2)(𝜂+1)𝐵(

𝜂+2

𝛼
,1−

1

𝛼
)

(𝜂+2)𝐵(
𝜂+3

𝛼
,1−

1

𝛼
)−(𝜂+1)𝐵(

𝜂+2

𝛼
,1−

1

𝛼
)

)                                                                                            (13) 

𝜏4 =
2

4!

(𝜂+4)

(𝜂+2)

(
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𝜂+5

𝛼
,1−

1

𝛼
)−3(𝜂+5)(𝜂+4)(𝜂+3)𝐵(

𝜂+4

𝛼
,1−

1

𝛼
)

+3(𝜂+4)(𝜂+3)(𝜂+2)𝐵(
𝜂+3

𝛼
,1−

1

𝛼
)−(𝜂+3)(𝜂+2)(𝜂+1)𝐵(

𝜂+2

𝛼
,1−

1

𝛼
)

(𝜂+2)𝐵(
𝜂+3

𝛼
,1−

1

𝛼
)−(𝜂+1)𝐵(

𝜂+2

𝛼
,1−

1

𝛼
)

)

 
 

                                                                                                            (14) 

  
 

Now, the parameters of K3D distributions can be 
estimated using different LH-moments levels as: 
 

𝛽̂ =
𝑙2
𝜂

(𝜂+2)

2!
𝛼̂
1
𝛼̂
−1
[(𝜂+2)𝐵(

𝜂+3

𝛼
,1−

1

𝛼
)−(𝜂+1)𝐵(

𝜂+2

𝛼
,1−

1

𝛼
)]

                        (15) 

 

𝜇̂ = 𝜆̂1
𝜂
− (𝜂 + 1)𝛽̂𝛼̂

1

𝛼̂
−1𝐵 (

𝜂+2

𝛼̂
, 1 −

1

𝛼̂
)                                 (16) 

 

and the values of 𝛼 are found by solving the equation 
of 𝜏3 because the equation of 𝜏3 depends on 𝛼 only, 
given that the values of 𝜏3 are known. 

In this study, parameter estimates for LH-
moments with different levels (𝜂=0, 1, 2, 3, and 4) 
are derived in order to investigate their performance 
in estimating large quantile data. L1-, L2-, L3- and 
L4-moments are used to represent LH-moments for 
the different levels of 𝜂=0, 1, 2, 3, and 4 respectively. 

3. Case study 

This study utilized the annual maximum rainfall 
series obtained from the Department of Drainage 
and Irrigation System Terengganu of Embong station 
located in Terengganu, which is on the east coast of 
Peninsular Malaysia. The data contains 
measurements of daily rainfalls in millimeters from 
the year 2011 until 2016. Terengganu has a strong 
tropical monsoon climate, with relatively uniform 
temperatures within the range of 21°C to 32°C. The 
weather is dry and warm from January till April with 
humidity in the lowlands consistently high, between 
82-86 percent annually. The mean rainfalls of 
Embong station are 98.894 mm with a standard 
deviation of 75.355mm. The skewness and kurtosis 
are 1.493 and 1.807 respectively. The L- and LH-
moments ratios of different levels of LH-moments 
were calculated and summarized in Table 1. 

4. Results and discussion 

The analysis aims to investigate the performance 
of L-moments compared to LH-moments in 
estimating rainfall frequency analysis by fitting the 
data to the K3D distribution. The effects of the 
different levels of LH-moments are also observed by 

utilizing data from the lower and upper parts of the 
distribution.  

The performances of L- and LH-moments are 
measured based on Mean Absolute Deviation Index 
(MADI) and Mean Square Deviation Index (MSDI) as 
follows: 
 

𝑀𝐴𝐷𝐼 =
1

𝑁
∑ |

𝑥𝑖−𝑥(𝐹𝑖)

𝑥𝑖
|𝑁

𝑖=1                                                            (17) 

𝑀𝑆𝐷𝐼 =
1

𝑁
∑ (

𝑥𝑖−𝑥(𝐹𝑖)

𝑥𝑖
)
2

𝑁
𝑖=1                                                         (18) 

 

The criterion of MADI and MSDI were calculated 
for K3D distribution using L- and LH-moments for a 
complete data series of 0 ≤ 𝐹 ≤ 1, lower part 
distribution of 0.3 ≤ 𝐹 ≤ 1 and upper part 
distribution of 0.6 ≤ 𝐹 ≤ 1 and 0.9 ≤ 𝐹 ≤ 1. 

Tables 2 and 3 present the values of MADI and 
MSDI for 0 ≤ 𝐹 ≤ 1, 0.3 ≤ 𝐹 ≤ 1, 0.6 ≤ 𝐹 ≤ 1 and 
0.9 ≤ 𝐹 ≤ 1 of K3D distribution, respectively. The 
bold values indicate the smallest values for each 
column. Based on these tables, clearly showed that L-
moments methods have the smallest MADI and MSDI 
values for the complete data whereas LH-moments 
have the smallest values of MADI and MSDI for the 
larger values of data. Hence, the K3D distribution 
using L-moments is the best methods for a complete 
data, while L4-Moments method is the best at the 
upper part of the distribution at 0.6 ≤ F ≤ 1 and 
0.9 ≤ 𝐹 ≤ 1 and can be noted that L4-moments at 
0.9 ≤ 𝐹 ≤ 1 is better than L4-Moments at 0.6 ≤ 𝐹 ≤
1. In this case, it seems to suggest that the LH-
moments method at higher order could improve the 
estimation of rainfall at larger return periods for the 
K3D distribution.  

The performance of different levels of LH-
moments in estimating the real data can be 
illustrated by fitting the K3D distribution to the 
annual maximum rainfall series of Embong station as 
shown in Fig. 1. Based on Fig. 1, results of a high level 
of LH-moments (L3 and L4) are poor for the lower 
part of distribution but perform better for the upper 
part of the distribution. This indicates that the 
curves fitted by a higher level of LH-moments give a 
better estimation for the higher quantiles. Therefore, 
LH-moments gave more satisfying results than L-
moment in high quantile estimation. 
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Table 1: L- and LH-moments 
Methods L- L1- L2- L3- L4- 
𝑡2 0.397 0.397 0.397 0.397 0.397 
𝑡3 0.352 0.352 0.352 0.352 0.352 
𝑡4 0.182 0.182 0.182 0.182 0.182 

 
Table 2: Values of MADI of K3D distribution 

Methods 0 ≤ F ≤ 1 0.3 ≤ F ≤ 1 0.6 ≤ F ≤ 1 0.9 ≤ F ≤ 1 
L- 0.0850 0.0620 0.0460 0.0160 

L1- 0.1290 0.0640 0.0440 0.0140 
L2- 0.2390 0.0740 0.0400 0.0110 
L3- 0.4090 0.1010 0.0360 0.0090 
L4- 0.6240 0.1430 0.0320 0.0070 

 
Table 3: Values of MSDI of K3D distribution 

Methods 0 ≤ F ≤ 1 0.3 ≤ F ≤ 1 0.6 ≤ F ≤ 1 0.9 ≤ F ≤ 1 
L- 0.0090 0.0070 0.0050 0.0020 

L1- 0.0280 0.0070 0.0050 0.0020 
L2- 0.1420 0.0100 0.0050 0.0010 
L3- 0.4810 0.0250 0.0040 0.0009 
L4- 1.1670 0.0630 0.0040 0.0007 

 

  

  
Fig. 1: Fitting the K3D distribution of monthly maximum rainfall data of Embong station for different levels of L-moments and 

LH-moments. Y-axis is the amount of rainfall (mm) and X-axis is a plotting position 
 

5. Conclusion 

The paper describes briefly the study carried out 
for estimation of K3D distribution by adopting LH-
moments in analyzing rainfall data of Embong 
Station in Terengganu, Malaysia. The following 
conclusions are drawn from the study: 
 

i. The study presents the selection of suitable levels of 
LH-moments in estimating large quantile data 
evaluated by MADI and MSDI tests. 

ii. The LH-moments method at higher-order 0.9 ≤ 𝐹 ≤
1 could improve the estimation of rainfall at larger 
return periods for the K3D distribution  

iii. High levels of LH-moments (L3 and L4) are poor for 
the lower part of distribution but perform better 
for the part of the distribution. 

iv. This study suggested that LH-moments gave more 
satisfying results than L-moment in high quantile  
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