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INTRODUCTION 

Object detection is one of the essential concerns in computer vision and radio frequency identification (RFID); it is the 

fundamental role of performing robot navigation and automated visual inspection control in industrial applications [1]. 

In certain instances, the object that is required to be identified based on the received signal strength indicator (RSSI) 

features is derived from the RFID tags[2], [3]. However, in industrial applications, object detection in a confined space 

or different levels is a challenge, and limited literature has addressed this issue in this emerging field [2]–[6].  

Several studies have revealed that the use of Principal Component Analysis (PCA) is likely to yield a better 

classification accuracy compared to the original high dimensional feature space [7], [8]. Nonetheless, it is worth noting 

that it is still dependent on the choice of classifiers and feature combinations [9]. It was shown in [10] that PCA could 

provide a better R&D classification of the Korean ICT industries. A similar observation could be seen in the identification 

of retail customer behaviour [11].  

Ensemble learning has been demonstrated to provide exceptional classifying of RFID tags against non-ensemble based 

classifiers. [12]. A different study on the efficacy of ensemble learning has also been shown to identify indoors well based 

on RFID signals [13]. Its practical application has also been reported in [14] to track passive RFID tags on clothes. 

However, it is noteworthy to mention that the recognition of significant associated statistical features is non-trivial to 

achieve better accuracy as well as to reduce computational expense.   

This research work aims to identify significant features that are imperative for the classifying of pallet-level between 

the pallet boxes. This research is an extension of an earlier work reported on improving the classification performance of 

the pallets based on RFID signals through the evaluation of different classifiers [15]. As the RSSI values obtained from 

the RFID reader is regarded as time-domain based, statistical features are extracted [16]. In this study, PCA is employed 

to identify the significant features of the assigned class. Besides, the efficacy of different ensemble learning models, 

namely random forest (RF), extra tree (ET), bagging, and gradient boosting (GB), is investigated towards its ability in 

classifying the RSSI values from the pallet. It is hypothesised that removing unwanted, irrelevant and redundant attributes 

could provide a better classification of the pallet levels. 

MATERIAL AND METHODS 

The detailed experimental setup of the present study, i.e., the stacking of the pallet boxes and the location of the 

RFID reader and tags, are described in [15]. This section will elaborate extensively on the characteristics of the 

imbalanced RFID-tagged experimental data, feature correlation analysis, and the proposed classification model. 

 

Received Signal Strength Indicator from RFID Tags inside the Stacked Pallet Boxes 

Previous studies documented in [12], [15] presents a comprehensive set of experimental data collection of ~4,800 

data instances (80 percent of the total data) used for classifier training with 5-fold cross validation and approximately 

ABSTRACT – In this paper, we present a machine learning pipeline to solve a multiclass 
classification of radio frequency identification (RFID) signal strength. The goal is to identify ten 
pallet levels using nine statistical features derived from RFID signals and four various ensemble 
learning classification models. The efficacy of the models was evaluated by considering features 
that were dimensionally reduced via Principal Component Analysis (PCA) and original features. It 
was shown that the PCA reduced features could provide a better classification accuracy of the 
pallet levels in comparison to the selection of all features via Extra Tree and Random Forest 
models. 
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1,200 data instances (20 percent of the total data) that were set aside for prospective or performed validation studies, 

i.e. independent classifier testing. Therefore, we applied the same ratio of data splitting in the trained and test set for 

this study because the classification accuracy can achieve reasonable results. 

Definition of balanced RFID-tagged Experimental Data 

A total of 8,264 instances are obtained from the RSSI value from a sampling rate of 10 Hz of the RFID reader 

[15]. Nine statistical time-domain features were extracted: maximum, minimum, mode, mean, median, variance, range, 

kurtosis, and skewness. Table 1 lists the RSSI values captured for each level, where level 1 is located near the floor. It 

could be noticed that the discrepancies between the levels are not apparent, suggesting the level of difficulty in 

distinguishing the levels.  

Table 1. RSSI values for each level. 

Level 1 Level 2 Level 3 Level 4 Level 5 Level 6 Level 7 Level 8 Level 9 Level 10 Total 

811 832 834 833 833 835 833 810 833 810 8264 

Principal Component Analysis for Dimensionality Reduction and Feature Correlation Analysis 

The correlation matrix between the nine extracted features is depicted in Fig. 1(a). It could be seen that some 

features have a strong correlation with one and another, whilst others are not. This somewhat suggests that there are 

features that would essentially act as a form of noise and are redundant. Through dimensional reduction technique, i.e. 

PCA, the insignificant features could be removed and provide a better classification of the level of the pallets.  

Fig. 1(b) indicates the cumulative explained variance by each principal component (number of transformed 

features). It could be seen that three components could provide a cumulative explained variance of greater than 90% 

[17]. As a result, three (3) significant features will be selected and be compared with the unreduced high dimensional 

features. 

 

 
(a)                                                                                                        (b) 

Figure 1. Analysis in PCA (a) Heatmap of the original statistical feature (b) Explained variance using PCA. 

Hyperparameter Tuning of the Ensemble Learning Algorithms 

In this study, the implementation of four various types of ensemble learning classification models, namely random 

forest, extra tree, bagging and gradient boosting, will be used to investigate the significance of the features selected. 

The number of trees hyperparameter for the random forest, extra tree and gradient boosting is set to 100. Whereas for 

bagging the number of trees is set to 10, whilst the rest of the hyperparameters are kept at their default values. The Gini 

index is used as the criteria for calculating information gain for the random forest and different tree classifiers. 

 The classification performance of the selection of classifiers and its associated features is evaluated via the 

confusion matrices as well as the classification accuracy. All experiments are performed were run on the Python 

programming language on a 64-bit Windows PC equipped with a single 2.5 GHz processor, Intel i7-4710HQ and 7.89 

GB memory. The feature extraction tool using Microsoft Visual Studio development environment as detailed in [18]–

[20] with the developed feature extraction framework. Scikit-learn libraries were used for the development of ensemble 

models. The overall methodology is shown in Fig. 2, beginning from the extraction of the features from the RSSI to 

the selection of features followed by the classification. 
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Figure 2. Diagram overview of the three essential stages of the data analysis process. 

EXPERIMENTAL RESULTS 

Classification Performance by considering Original Statistical Features 

The classification performance in the balanced sampled setting for all the ten levels is shown in Fig. 3 using all 

nine of the statistical features extracted from the RSSI using four different ensemble learning classifiers. The 

classification accuracy is influenced by the misclassification elements in their respective confusion matrices, which 

are noticeable across all classifiers at level 2 and level 3 (illustrated by the darker shades). 

 

 
(a)                                                                                                 (b) 

 
(c)                                                                                              (d) 

Figure 3. Confusion matrix of the original 9- statistical extracted features with different classifiers. (a) Random forest. 

(b) Bagging. (c) Extra tree. (d) Gradient boosting. 

Classification Performance by considering Reduced Statistical Features identified via PCA 

The use of explained variance in PCA is a well-established approach for selecting significant features (three). It could 

be seen that by considering only three significant features, the performance of the classifiers was not reduced. Moreover, 

it is also apparent that the misclassification also occurs at levels 2 and 3, which is akin to utilising all features. This 

region's misclassification could be attributed to the weak signal strength by the tags (inherent manufacturing defect) [21]. 

This observation is non-trivial as it suggests that by employing three significant features, a reduced computational expense 

could be attained. It is interesting to note that for all the four classifiers evaluated, the true positive values are higher than 

the findings reported in [2], [22], [23]. 
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(a)                                                                                       (b) 

         
(c)                                                                                        (d) 

Figure 4. Confusion matrix of the reduced 3-dimensional statistical feature with different classifiers. (a) Random forest. 

(b) Bagging. (c) Extra tree. (d) Gradient boosting. 

Classification Performance in the High Dimensional Statistical Feature and Reduced Statistical Feature 

Fig. 5 depicts the classification performance of the evaluated models by considering the different feature sets, i.e., 

significant against all. The mean and standard deviation of the classification accuracy (CA) drawn by each classifier 

suggests the robustness of the models developed. It could be seen that an improved CA can be observed across all 

evaluated classifiers by considering the features selected via PCA. The dimensionality reduction enhances efficiency 

in all the cases of classifiers when compared with the original statistical feature. The best CA is achieved by the random 

forest (95.02%) and the extra tree (95.02%) models, followed by the bagging classifier (94.92%) and gradient boosting 

(94.71%) for the reduced feature set. The classification accuracy in the original statistical feature is slightly lower at 

93.21%, 93.21%, 93.16% and 93.11% for RF, ET, Bagging and GB, respectively. 

 

Figure 5. Comparison of classification distributions of accuracy derived from different types of ensemble learning in 

the original features and reduced features. 
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CONCLUSION 

Pallet-level classification is an important challenge for logistic services. However, due to the high complexity and 

fluctuation of the RSSI, the typical statistical features must be extracted. Subsequently, the identification of the features 

could be performed, in which this study exploits the use of PCA. Different ensemble learning models were used to 

appraise the feature sets. It was shown from the study that the PCA reduced features could provide a better CA against 

the original feature set. The present study's findings are non-trivial, especially for real-time identification of the pallet 

levels, as reduced computational expense could be achieved through the reduced features. It is worth noting that this 

analysis can be further extended by investigating the effect of hyperparameter optimisation or tuning towards the CA of 

the pallet levels. 
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