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INTRODUCTION 

Agriculture is one of the most critical roles in the economy of Malaysia. Thus, it is crucial to refining the method of 

farming industry operation. Based on the Department of Statistics Malaysia, the agriculture sector had contributed 7.1% 

to the Gross Domestic Product (GDP) in 2019, which is equal to RM 101.5 billion. Several selected crops show the 

production increment each year, and one of them is the chili plant. Bird's eye chili, also known as Capsicum Frutescens 

(C.F), was chosen as the research subject. There is a remarkably high demand from the daily household market and 

manufacturing sector. The production of chilies has slightly escalated from 32.300 tonnes in 2018 to 33.900 tonnes in 

2019 [1]. 

Farm management is an essential method to supervise the agricultural economy in the agriculture sector, whether in 

prices, market policy, and economic institutions. In farm management, monitoring crop is necessary to ensure crops can 

achieve their health and productivity level at optimum [2]. Reference to the Normalized Difference Vegetation Index 

(NDVI) is one of the measures used to read the state of the plant. The range of NDVI is from -1.0 to +1.0, which is 

derived from remotely sensed images in the red (RED) and near-infrared (NIR) bands [3]. The formula used for NDVI 

is as mentioned below: 

 

 
𝑁𝐷𝑉𝐼 =

𝑁𝐼𝑅 − 𝑅𝐸𝐷

𝑁𝐼𝑅 + 𝑅𝐸𝐷
 (1) 

 

The proposed research aims to create a system that uses image processing to assess the health of plants based on 

NDVI values. The emphasis will be on NDVI images of chilli plants, categorized as healthy, unhealthy, or dead. By 

collecting and extracting data from NDVI images of the plants, such as mean, maximum, minimum, variance, and 

standard deviation values, the system may calculate the plant's condition. This data is essential because it allows for 

estimating performance assessment needs for Machine Learning (ML) models as classifiers. 

The remaining part of the paper proceeds with related works according to research followed by the methodology 

that discusses the image processing system design and data collection to acquire the development of NDVI images. 

Hence, continue by laying out the results as well as an associated discussion before concluding the paper. 

ABSTRACT – There is yet an application for monitoring plant condition using the 

Normalized Difference Vegetation Index (NDVI) method for Capsicum Frutescens 

(C.F) or chili. This study was carried out in three phases, where the first and second 

phases are to create NDVI images and recognize and extract features from NDVI 

images. The last stage is to assess the efficiency of Neural Network (N.N.), Naïve 

Bayes (N.B.), and Logistic Regression (L.R.) models on the classification of chili plant 

health. The images of the chili plant will be captured using two types of cameras, which 

can be differentiated by whether or not they have an infrared filter. The images were 

collected to create datasets, and the NDVI images' features were extracted. The 120 

NDVI images of the chili plant were divided into training and test datasets, with 70.0% 

training and 30.0% test. The extracted data was used to test the classification accuracy 

of classifiers on datasets. Finally, the N.N. model was found to have the highest 

classification accuracy, with 96.4 % on the training dataset and 88.9 % on the test 

dataset. The state of the chili plant can be predicted based on feature extraction from 

NDVI images by the end of the study. 
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RELATED WORK 

Many studies have been published on the use of NDVI to determine the condition of plants, differentiate between 

healthy and diseased plants, or determine the amount of chlorophyll in plant leaves. The NDVI was applied to several 

plants in the studies. In 2019, lettuce leaves were used to estimate disease intensity on the plant. Another report was 

published in which the leaves of wheat powdery mildew were used to forecast the plant's condition in 2020 using 

Unmanned Aerial Vehicles (UAV) imageries [4]. Since NDVI is closely related to the near-infrared range, a method for 

recognizing near-infrared using a smartphone's camera has been suggested. Three separate plant species (Japanese 

mock-orange cheesewood, Red gum eucalyptus, and Tea rose) were used in this analysis [5]. 

Following that, a number of studies were performed in which UAV was used to capture NDVI photos of plants. 

Bhandari's study used the PrecisionHawk Lancaster 5 UAV, which comes pre-equipped with a variety of sensors while 

Costa used a different kind of UAV in his research. To take NDVI images, he installed a non-calibrated RGB camera on 

the UAVs. [6], [7]. Sankaran suggested in his study a way of using two six-band cameras and a thermal camera instead 

of a UAV [8]. To summarise, there are a variety of methods for evaluating NDVI images. 

Images can contain a variety of features that can be extracted. One of them is the statistical format. To estimate 

NDVI values of vegetation, the coefficient of determination (𝑅2), mean absolute error (MAE) and mean percentage 

error (MPE) were extracted as features [7].  In his research to determine soil colour by spectral bands and indices, 

Parviz compared the ANN model to multivariate regression using the percentage of mean absolute error (MAE) decline 

[9]. Liangju Wang used the coefficient of determination and root mean square error (RMSE) as features in his 

estimation of NDVI with a simple NIR sensitive RGB camera [10]. 

The use of ML techniques was extensive, particularly for elucidating significant factors or procedures that would 

lead to the most optimal classifiers for significant variables. Back Propagation (B.P.), Support Vector Machine (SVM), 

and Random Forest (R.F) models were trained to estimate the average values of chlorophyll material, according to 

Guo's study. In the analysis of Sankaran and Ehsani in 2011, Quadratic Discriminant Analysis (QDA) and Soft 

Independent Modeling of Classification Analogies (SIMCA) were used to identify data based on selected citrus features 

[11]. Li Wang also discussed the use of Support Vector Regression (SVR), Artificial Neural Network (ANN), and 

(R.F). The best SVR, R.F, and ANN models decreased prediction error by 29.91%, 42.74 %, and 28.21 %, respectively, 

using the root mean square error (RMSE) validation metric [12]. Convolutional Neural Network (CNN) models also 

can be used to classify datasets. Agarwal used Simplified CNN in a study in which he needed to identify tomato crop 

diseases. This model's accuracy is 98.4%, comparable to the accuracy level in leaf-based classification [13]. 

In conclusion, literature reviews on various NDVI articles were conducted to gain a thorough understanding 

of feature extraction and analysis. As a consequence, this will adhere to the research methodology developed in this 

report. 

METHODOLOGY 

The stages are divided into three subtasks: selecting the appropriate camera type, input variables for image 

processing based on NDVI values, and ML classification and parameter tuning. These sections are arranged logically to 

obey the complete verdicts and test the model's accuracy. The images captured by the camera must have a certain 

parameter, which is the infrared and red wavelength, defined in the first step. These parameters will be looked into since 

they are the most significant when measuring the NDVI. As a result, the NDVI image can be created. The experimental 

setup has been associated with image processing and machine learning techniques, and methods for capturing these 

parameters will also be explored. The second phase of this study will use image processing techniques to analyze the 

condition of the chili plants. The plant images will be analyzed first using image processing to extract the images' 

features using NDVI index that will decide the condition of the plants. The final step of this study will concentrate on 

using machine learning to classify the state of chili plants. The plant's condition will be manipulated by parameters that 

will be measured and checked. The research methodology's flowchart framework is clarified to illustrate the whole 

research operation in Figure 1. 

The NDVI is a scale that ranges from -1.0 to 1.0 and is used as a plant health indicator [3]. Inanimate or dead 

objects, such as rocks, houses, or dead plants, are typically represented by negative values to zero. Plants with a value 

between 0 and 0.33 are unhealthy or depressed, whereas between 0.33 and 0.66 are moderately healthy. Finally, the 

range of 0.66 to 1.0 signifies a relatively healthy condition [14]. However, this number can vary depending on the type 

of plant and other factors. The mean values of the NDVI images were used to assess the condition of the chili plants in 

this study. 

This study aims to use image processing based on NDVI values and machine learning techniques to classify the 

condition of chilli plants. The NDVI values were calculated using a camera without an infrared filter and an infrared 

filter. NDVI were created based on the photos taken. The state of the plants was then evaluated based on the NDVI 

values to decide whether they were healthy, unhealthy, or dead. The NDVI values for each plant are studied and 

evaluated to assess the plant's status and satisfaction by looking at the plant from a distance. The images were then 

transferred to a computer and analyzed by image processing. Image processing methods are used to extract the 

variables, which includes the NDVI values. ML algorithms such as N.B., N.N. and L.R. are being evaluated to see how 

accurate they are at classifying plant conditions. 
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Figure 1. The experimental flowchart 

 

Experimental setup 

The data collection for the chili plants took place in a laboratory at Universiti Malaysia Pahang. The camera is close 

to the plant, but the distance between the camera and the plant should at least cover the entire chilli plant, as the camera 

would crop to isolate the external environment. The experiment is set up as shown in Figure 2 on the following page. 

The smartphone camera was positioned in the same position as the PiCamera to catch the same perspective as the 

PiCamera. The camera and the plant are about 20 centimetres apart. Since there are three types of plants, they are 

classified into good, unhealthy, and dead. The explanation for this is because the leaf's colour or pigment will vary since 

unhealthy leaves contain less chlorophyll than healthy leaves, whereas dead plant leaves contain no chlorophyll. After 

all, the pigments of the leaves have already shifted from green to brown. Before collecting plant data, the plants' images 

will be evaluated to measure the NDVI value of each plant. The plants would then be labelled as healthy, unhealthy, or 

dead depending on the values, as determined by the NDVI value index. The findings can also be justified using an 

existing index that has been used internationally. 

In this study, two types of cameras were used. Smartphones have cameras capable of capturing visible spectral 

bands such as red, green, and blue, in which Redmi Note 5 was used. NoIR PiCamera is the second camera that was 

used. This camera was chosen for this study because it is a low-cost camera that can capture the NIR spectrum, which is 

not a visible spectral band seen through the naked eye. 
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Figure 2. Experiment setup 

Data collection 

For this research, three types of datasets are used. The data was obtained from plants that were healthy, unhealthy,  and 

dead. These images were taken with a NoIR PiCamera and a smartphone camera, respectively, for the first and second 

datasets as shown in Figure 3. In total, nine photos from each class were obtained for healthy, unhealthy, and dead 

plants. Later, one of the data augmentation methods will be used to increase the size of these images. The process 

involves cropping a picture of a plant's leaf to improve the accuracy of the plant's condition. 

 

 

 

Figure 3. Images (a) healthy (b) unhealthy and (c) dead chili plant taken with infrared filter (using smartphone's 

camera) and without infrared filter (using NoIR PiCamera). 

(a) 

(b) 

(c) 
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 Formation of NDVI image 

The NDVI image was created by combining two images. The NIR spectrum was read using images from the NoIR 

PiCamera, while the red spectrum was read using images from smartphones. OpenCV is used to perform image 

alignment techniques to combine the two images. As previously mentioned, the process begins with reading the photos. 

After that, convert the images to grayscale, so only the NIR and RED bands need to be extracted. After that, convert the 

images to grayscale, so only the NIR and RED bands need to be processed. After that, a motion model must be 

specified. There are four different kinds of motions. However, only two motions, Translation and Homography, are 

involved out of four. The translation is a motion in which only the image's x and y axes must be estimated, whereas 

Homography is the most sophisticated transition, which requires some 3D effects [15]. Transform ECC, on the other 

hand, is an iterative optimization feature [16]. 

Consequently, a criterion must be established for the iteration to stop and the process to proceed with the find 

transform ECC. After the model has been calculated, it can be used to align and view two images. The NDVI equation 

was used to calculate the NDVI values of the images after these measures were completed. Hence, the third dataset will 

comprise NDVI images of chili plants, as shown in Figure 4. These values will be extracted as features and used as a 

classification indicator for the plant groups. The mean, maximum, minimum, variance, and standard deviation values of 

each NDVI image were extracted as features. 

 

 

 

Figure 4. Illustration of images of (a) healthy (b) unhealthy and (c) dead chili plant transforms into NDVI image 

 

Machine Learning 

ML is a data analysis methodology that automates the creation of analytical models. It's a subset of artificial 

intelligence focused on the premise that computers can learn from data, recognize patterns, and make decisions with 

little to no human involvement [17]. The proposed approach of ML in this study is to classify significant models that 

will lead to the most optimum classifiers concerning the significant features. The training and testing datasets were split 

using a 70:30 ratio on 120 NDVI images, respectively.The ML models will classify each NDVI image as healthy, 

unhealthy or dead plant. 

 

Classifiers: Neural Network, Naïve Bayes and Logistic Regression 

Neural Network (N.N.) is one of the best classifiers in ML. Weighted synapses link input and output neurons 

in an N.N. The weights influence the amount of forward propagation that passes through the N.N. The weights can then 

be modified during back propagation, when the neural network starts to learn. The larger the data set and the more 

diverse the data set, the more the neural network will learn and the better it will be at predicting outputs [18]. Other than 

N.N., Naïve Bayes (N.B.) algorithm also acts as a classifier. This algorithm was created using Bayes' Theorem and the 

assumption of predictor independence. The existence of a specific feature in a class is assumed to be unrelated to the 

presence of any other feature by a N.B. classifier. It employs a similar approach to estimate the likelihood of various 

classes based on various attributes. This algorithm is usually used for text classification and problems with multiple 

groups. The N.B. model is simple to create and is particularly useful for large data sets. N.B. is considered to 

outperform even the most advanced classification methods due to its simplicity [19]. Lastly, Logistic Regression (L.R.) 

as a classifier is used in statistics to estimate (guess) the likelihood of an occurrence occurring based on previous data. 

(a) (b) 

(c) 
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L.R. operates with binary data, in which an occurrence occurs (1) or does not occur (0) [20]. A threshold is typically 

defined when using it, indicating at what value the example will be classified into one of two groups. The "one vs all" 

approach can be used on multi-class classification problems. L.R. is a robust ML algorithm that uses a sigmoid function 

that works best on binary classification problems [21]. 

Performance Evaluation 

Classification accuracy is one of the most basic yet most important criteria for evaluating classifiers because it 

reflects the consistency of the model that was used as a classifier in a study or analysis. The fraction of correct 

predictions calculated by accuracy is also known as "the ratio of correct predictions to total predictions made" [21]. The 

models were developed and evaluated on a Python IDE and Spyder 3.7. 

EXPERIMENTAL RESULTS 

The evolution of NDVI was addressed in the earlier section. Both images from the NoIR Picamera on the Raspberry 

Pi 4B and the camera on the smartphone were moved to the same folder on the machine for Python processing. As a 

result, NDVI images of chili plants based on NDVI values were produced, as shown in Figure 4 on the previous page.  

Following that, the NDVI values measured and collected during the creation of NDVI images previously will be 

used to describe the plant's condition. Python 3 will be used for this form. As shown in Table 1 on the next page, five 

features of the NDVI images were extracted: mean, maximum, minimum, variance, and standard deviation. 

 

Table 1. Features extraction and condition of chili plant based on NDVI 

Image  Mean Maximum Minimum Variance 
Standard 

Deviation  
Condition 

A1 0.175 1 -1 0.312 0.558 Unhealthy 

A2 0.273 1 -1 0.255 0.505 Unhealthy 

A3 0.473 1 -1 0.160 0.400 Healthy 

A4 0.292 1 -1 0.172 0.415 Unhealthy 

A5 0.187 1 -1 0.308 0.555 Unhealthy 

A6 0.110 1 -1 0.330 0.575 Unhealthy 

A7 0.576 1 -0.195 0.041 0.203 Healthy 

A8 0.489 1 -1 0.136 0.368 Healthy 

A9 0.399 1 -1 0.129 0.360 Healthy 

A10 0.222 1 -1 0.235 0.483 Unhealthy 

A11 0.259 1 -1 0.233 0.483 Unhealthy 

A12 0.260 1 -1 0.190 0.437 Unhealthy 

A13 0.652 1 -1 0.061 0.247 Healthy 

A14 -0.020 0.991 -1 0.150 0.387 Dead 

A15 -0.053 0.840 -1 0.428 0.654 Dead 

A16 -0.007 0.618 -1 0.196 0.443 Dead 

A17 -0.200 0.638 -1 0.441 0.664 Dead 

A18 -0.047 0.818 -1 0.336 0.580 Dead 

A19 -0.081 0.809 -1 0.323 0.568 Dead 

 

The extracted features from 120 NDVI images will be used to characterize the condition of the plant. The plants will 

be divided into three categories: healthy, unhealthy, and dead. Overall, there are 120 sets of data with five distinct 

features grouped into one of three classes using three different types of classifiers (N.B., N.N., and L.R.). Furthermore, 

the datasets have been split into 70.0% for training and 30.0% for testing. 

The classification accuracy between the two datasets could be seen in Figure 5 on the following page: training and 

test datasets. It is a vital technique for evaluating the best-performing models with high classification precision. The 

chart shows that N.N. models have the highest classification accuracy on the training dataset with 96.4% but have an 

equal value with N.B. on test datasets, 88.9%. However, it cannot be identified as a stable classifier because it has a 

7.5% difference between the two datasets. On the other hand, N.B. has 90.5% classification accuracy on training 

datasets, making this model the most stable classifiers than the other two classifiers because the difference of 

classification accuracy is only 1.6%. With only 78.6% and 72.2% of classification accuracy for training and test 

datasets, L.R. ranked the lowest. It is better to use N.N. or N.B. classifiers, as it does not achieve more than 80.0% 

accuracy. On top of that, the difference between training and test datasets is quite significant (6.4%). Overall, these 

findings suggest that ML models performed satisfactorily since all of the data in the graph is underfit since the 

percentage of training and datasets is higher than the percentage of test datasets. 
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Figure 5. Classification accuracy of ML models 

 

  

(a) (b) 

Figure 6. Confusion matrix of Neural Network from (a) training and (b) test datasets 

 
 

(a) (b) 

Figure 7. Confusion matrix of Naïve Bayes from (a) training and (b) test datasets 

 
 

(a) (b) 

Figure 8. Confusion matrix of Logistic Regression from (a) training and (b) test datasets 

According to their classifiers, the results attained from training and test datasets were shown in Figures 6, 7, and 8. 

In both training and test datasets, L.R. has the most significant number of misclassified instances compared to N.B. and 

N.N. In training datasets, L.R. misclassified 18 out of 84 instances, while N.B. and N.N. misclassified only eight and 

three instances, respectively. In test datasets, the number of misclassified groups for N.N. and N.B. is the same: four out 
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of 34 cases. However, L.R. yielded ten misclassified chili plant classifications. As a result, it has been established that 

L.R. is not the best classifier for this analysis.  
To summarize the results, the principles of implementing the proposed method provide a clearer understanding of 

how accuracy can be enhanced. First, the use of the NoIR PiCamera and the camera on a smartphone helps to 

understand the study's target. In assessing the performance of ML models, the extracted features are a vital part of 

classifying the plant groups. Overall, the chapter's findings show that N.N. (96.4% and 88.9%) and N.B. (90.5% and 

88.9%) have the best results with training and test datasets. 

CONCLUSION 

This paper reports the first attempt to classify the capability of the chili plant condition by applying NDVI through 

two types of cameras. The creation of NDVI images of chili plants was the first significant discovery. In calculating 

NDVI values, the NIR and RED spectrum are extremely important. Since the accuracy of the values would be 

compared with the NDVI index to identify the condition of the plants, whether they are healthy, unhealthy, or already 

dead, the process of features extraction for each image was performed manually. N.N., N.B., and L.R. algorithms were 

used in this analysis. ML models can measure the extracted mean, minimum, maximum, variance, and standard 

deviation values. 

In conclusion, N.N. and N.B. have an excellent performance in classification accuracy as they achieved 88.9%. The 

state of the chili plant can be predicted using features extracted from NDVI images by the end of the study. Finally, and 

perhaps most significantly, this study's results have a range of implications and improvements for future practice. The 

results of this study on ML classification accuracy can be used to guide future studies by integrating hyperparameters 

into the models to enhance classification accuracy. 
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