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 Full ferning is the peak of the formation of a salt crystallization line pattern 

shaped like a fern tree in a woman’s saliva at the time of ovulation. 

The main problem in this study is how to detect the shape of the salivary 

ferning line patterns that are transparent, irregular and the surface lighting is 

uneven. This study aims to detect transparent and irregular lines on the 

salivary ferning surface using a comparison of 15 pre-trained convolutional 

neural network models. To detect fern-like lines on transparent and irregular 

layers, a pre-processing stage using the Frangi filter is required. 

The pre-trained convolutional neural network model is a promising 

framework with high precision and accuracy for detecting fern-like lines in 

salivary ferning. The results of this study using the fixed learning rate model 

ResNet50 showed the best performance with an error rate of 4.37% and an 

accuracy of 95.63%. Meanwhile, in implementing the automatic learning 

rate, ResNet18 achieved the best results with an error rate of 1.99% and an 

accuracy of 98.01%. The results of visual detection of fern-like lines in 

salivary ferning using a patch size of 34×34 pixels indicate that the 

ResNet34 model gave the best appearance. 
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1. INTRODUCTION 

In several previous studies, there have been many discussions about detecting crack lines on several 

objects, including road asphalt, walls, concrete, iron, and steel. The methods used range from computer 

vision to deep learning; almost all of them use datasets based on concrete images so that the crack lines are 

visible, for example, to detect cracks in buildings [1], [2], detection of concrete pavement cracks [3], [4]. 

The main contribution of this study is the development of deep learning-based image processing methods to 

detect fern-like lines from salivary ferning on overlapping layers, transparent layers, and irregular fern-like 

lines from raw images that have uneven lighting on the surface, as shown in Figure 1. During the study, one 

important challenge encountered in this research with salivary ferning image as the main object is the level of 

different hormonal fertility of each woman. It affects the shape of the pattern and the number of fern-like lines 

in salivary ferning within their ovulation period. Besides that, even in the same woman, the number and form 

of fern-like patterns in each menstrual calendar cycle are different due to progesterone and estrogen caused 

by fatigue, stress levels, long trips, illness, smoking, and drinking alcohol. The form of fern-like lines and 

their number in salivary ferning will peak when a woman is ovulating; this condition is known as full ferning 

(FF). Meanwhile, the condition where there are no fern-like lines in salivary ferning or a small amount of 

https://creativecommons.org/licenses/by-sa/4.0/
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fern-like lines is found; this is called no ferning (NF). Commonly a woman’s fertile period, especially to 

detect her ovulation period, can be done by using several ways, including a menstrual cycle calendar system, 

ovulation prediction kits (OPK) tools, test-packs, measuring basal body temperature, cervical fluid analysis 

and the ovutest scope. 
 

 

 
 

Figure 1. Display of fern-like lines from salivary ferning 
 
 

In the previous study, Eissa et al. [5] made a microcontroller-based tool using an infrared 

thermometer sensor to detect a woman’s ovulation time through body temperature by collecting three 

parameters: temperature, time, and time factor decision making. The first drawback is that the tool is still in a 

prototype form. Second, it is quite difficult for ordinary people to operate it because they must first 

understand how the hardware and software work. Wu et al. [6] conducted a study to predict women’s 

ovulation period through salivary images using a conventional method approach: image processing and data 

mining using the J48 decision tree algorithm in the Weka program, with the classification results of 84% of 100 

saliva samples. Ovulation detection through salivary ferning can also be used in animals; Ravinder et al. [7] 

conducted a study related to salivary crystallization patterns to detect estrus in eight females Bubalus bubalis 

buffaloes for three months. Meanwhile, Kubátová and Fedorova [8] studied the relationship between salivary 

crystallization and the fertile period of three female Bornean orangutans in their menstrual cycle.  

Potluri et al. [9] made smartphone-based hardware and microfluidic devices to predict women’s 

ovulation period through artificial saliva and human saliva with claims of accuracy > 99%. Luo et al. [10] 

made a tool used to detect and predict ovulation by measuring the temperature of the ear canal using an in-ear 

thermometer. The temperature measurement data is carried out every 5 minutes during sleep hours and then 

sent to a smartphone for analysis. The results of 34 volunteers have a detection accuracy with a sensitivity of 

92.31% and a prediction rate of only 23.07% to 31.55%. 

We argue that image processing using deep learning methods can have promising results in 

detecting fully autonomous fern-like line structures. Applying deep learning methods will reduce 

computation time and perform a faster process and provide more precise feature measurements to avoid 

human error factors. For example, the convolutional neural network (CNN) has high accuracy prediction 

capabilities in image recognition and classification tasks. The CNN model performs the training process by 

building a filter in a 3-dimensional space, with two dimensions (length and width) and one channel. 

The work in this study aimed to detect hidden fern-like lines using several types of pre-trained convolutional 

neural network models combined with pre-processing of independent test image data using the Frangi filter. 
 
 

2. RESEARCH METHOD 

The main problem in detecting the shape of the fern-like line pattern described in the introduction 

section is the display form, as shown in Figure 1. Visually, the fern-like line cannot be processed directly 

using deep learning; a pre-processing approach requires morphological operations, transformations, or 

adaptive filters to perform feature extraction. Therefore, feature extraction will be used to distinguish 

between fern-like and non-fern-like lines in the salivary ferning image, divided into several small patches. 

The block diagram of the method used in this study is shown in Figure 2. 
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Figure 2. Block diagram of the method used in the study 
 

 

Detecting fern-like lines in salivary ferning images used in this work are based on the block diagram 

method in Figure 2, and this study combines two techniques: deep learning and Frangi filter. In pre-trained 

CNN’s, a comparison process will be carried out from 15 models, and this will be done to find out which 

transfer learning from the fifteen models visually produce the best fern-like lines detection. In comparison, 

the Frangi filter method will be used for the detection process and visually displays the shape of the tubular 

line on a transparent, hidden, and uneven layer of illumination from fern-like lines. 

The process of detecting fern-like lines in this study will be carried out directly on independent 

testing images of salivary ferning, which the Frangi filter had segmented. So that in this study, there will be 

no need for stages of creating ground-truth, labelling, captioning, and annotation images of all dataset images 

used in the training, validation, and testing processes to save time, costs with less effort. In other studies, the 

same method was applied to detect cracks in the image of an object where the fracture line of the object is 

visually more apparent and more accurate so that it can be seen clearly which parts of the image reveal crack 

lines and which parts have no crack lines. The application of this research, for example, can be used to detect 

crack lines in walls, floors, cracks in steel, iron, and to detect cracks in road asphalt. Research conducted by 

Yang et al. [11] emphasized that deep learning as new technology has great potential to replace traditional 

crack detection methods in recognizing and detecting surface cracks for structural safety. 
 

2.1.  Data acquisition 

This study’s salivary ferning dataset images were obtained from ten female volunteers for three 

consecutive months with an average of one menstrual cycle from the ten volunteers for 24 days. The ten 

volunteers were of productive age (20 to 40 years), in good health, did not smoke, use contraceptive pills, 

or consume alcoholic beverages. The process of taking dataset images was carried out every day through 

saliva dripping on the glass surface of the ovutest scope lens after waking up from sleep, before eating and 

drinking anything, and before brushing teeth. Based on empirical data, the form of full ferning image 

visualization from each volunteer in each menstrual cycle has a different fern-like line pattern structure, 

influenced by stress levels, fatigue factors, and changes in the hormones progesterone and estrogen. 

To increase the number of image datasets in the training, validation, and independent testing 

directory in this study, data augmentation (flip, rotate, zoom, lighting, and scale) processes were carried out; 

this was necessary so that the results of the computational approach in deep learning did not experience 

overfitting or underfitting conditions. Some artificial salivary ferning images were also taken from the 

internet. Therefore, the total number of salivary ferning images in this study is 3,779,000 images with a size 

of 227×227 pixels. Splitting datasets in the training directory for ferning images (positive) and no-ferning 

(negative) images by 50%, in the validation directory containing ferning and non-ferning images, obtained 

randomly with a percentage of 30% while in the independent testing directory getting images randomly by 20%. 
 

2.2.  Pre-trained CNN’s model 

Pretrained models are an architecture that has been trained on other datasets for different purposes. 

For example, we use ResNet34 as a pre-trained network. This residual network has 34 layers that have 

trained more than one million images from the ImageNet dataset so that the pre-trained network can classify 

pictures of more than 1000 classes. Therefore, the model can recognize various objects before training on the 

pretrained network dataset. 
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Transfer learning is a technique that allows us to use a pre-trained model to perform different tasks 

on a new set of datasets. Fine-tuning, in principle, is a transfer learning technique used to update the weights of 

the pre-trained model through a training process of several epochs, determining fixed or automated learning 

rates and selecting the required optimizer function in our new dataset. Once we have selected a pre-trained 

model, we update the previously trained data to suit our new task. 

This study compares fifteen pre-trained CNN architecture models to get the best visualization results 

on the fern-like lines detection process; fifteen pre-trained CNN architecture models were compared. The fifteen 

CNN architecture designs include: residual neural network (ResNet)18/34/50, AlexNet, SqueezeNet1.0/1.1, 

visual geometry group (VGG)11, XresNet18/Deep/Deeper, XresNet34/Deep/Deeper, and XresNext18/34. 

Each number that follows the name of the pre-trained CNN’s model and shows the version also indicates 

how many layers are in the architecture. The pre-trained model used in this study is Keras-based, trained on a 

large image dataset, namely ImageNet. ImageNet consists of image datasets arranged in a hierarchy where 

the hierarchy of each node contains hundreds to thousands of images [12]. For example, a dog subtree will 

have many branches consisting of dog images that have been grouped by breed. Millions of annotated images 

are divided into different image categories; all images on ImageNet are obtained from the web and then 

labelled or graded using Amazon’s Mechanical Turk.  
 

2.3.  Measurement parameters 

To measure the performance of the classification process in deep learning with the output in the 

form of 2 classes which are commonly referred to as binary classification, and the output of multiple classes 

classification can be seen through the confusion matrix table. This study’s output has two classes: full ferning 

(positive) and no-full ferning (negative), so the confusion matrix table has different prediction and actual 

values. There is a true positive (TP), true negative (TN) area box, a false positive (FP) area box is considered 

a type-I error, and a false negative (FN) is a type-II error. Figure 3 is an example of the display form of the 

confusion matrix table. 
 

 

 
 

Figure 3. The display of the confusion matrix table 
 
 

Based on the confusion matrix table data, we can get a report on the classification of values from 

accuracy, precision, recall, 𝐹1-𝑠𝑐𝑜𝑟𝑒, and support scores for the model. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) is the 

accuracy of optimistic prediction, 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) is the positive fraction correctly identified, 

𝐹1-score =  2 × (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙)/(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙) is harmonic average of precision and recall so 

that the best value of the 𝐹1-𝑠𝑐𝑜𝑟𝑒 is one while the worst value is 0. At the same time, the measured support 

parameter indicates the number of occurrences of a given class in the dataset. 
 

2.4.  Frangi filter 

Segmentation is one of the crucial stages in image processing, where there is a process of separating 

the image into several homogeneous areas. If extracted in that area, it will become an object observed in the 

region of interest [13]. Region of interest segmentation ferning pattern of saliva can be contour and fern-like 

based on the intensity values of similarity and discontinuity. The image similarity approach in similar regions 
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is based on a criterion: region growing, region splitting, and thresholding. In contrast, the image discontinuity 

approach is divided based on a sudden change in intensity, for example, edge detection [14]. 

In the medical field, segmentation using the Hessian matrix is widely used, including detecting 

blood vessels [15] and the respiratory tract [16]. In the plant biology field, the Hessian matrix was applied to 

detect the branching of the main stem of plants [17], [18] combined Hessian matrix and Hough transform to 

segment plant stems. Channel structures, planes, and bubbles from 2D and 3D images can be detected by 

analyzing the eigenvalues of the Hessian matrix. 

The matrix contains an array of numbers or elements arranged in a row and column format; 

the Hessian matrix is a matrix in which each element is formed from the second partial derivative of a 

function. For example, a function 𝑓(𝑥) with 𝑛 variables has a second partial derivative, and the derivative is 

continuous, then the Hessian matrix of 𝑓(𝑥) is the matrix 𝐻 [19]. The Hessian matrix is used to test the 

derivatives of two functions of more than one variable by identifying the local optimum. The two-variable 

function is used because the pixel intensity of image I (𝑥, 𝑦) has two variables, namely 𝑥 and 𝑦. The optimum 

value can be found using the eigenvalues of the Hessian matrix as follows, if 𝐴 is a matrix of order (𝑛 × 𝑛) and 

𝜆 is a scalar that satisfies the equation 𝐴𝑥 = 𝜆𝑥 for a non-zero column vector in n-dimensional space, then: 

1) 𝜆 is called the eigenvalue or characteristic roots of matrix 𝐴 

2) 𝑥 is called the eigenvector or characteristic vector of matrix 𝐴 

3) The eigenvectors 𝑥 form the linearly independent eigenvector space of 𝐴 called the basis for the 

eigenspace corresponding to the eigenvalue 𝜆 

 

𝐻(𝑓)  =  
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 (1) 

 

The Hessian matrix provides the second derivative of the local intensity variation of the image 

concerning the surrounding pixels. The eigenvalues and eigenvectors of the Hessian matrix are used to 

analyze the image structure. Frangi (1998) defines the relationship between the eigenvalues 𝜆1, 𝜆2, 𝜆3 with 

|𝜆1| ≤ |𝜆2|≤ |𝜆3| in Table 1. 
 

 

Table 1. The relationship of eigenvalues on the Hessian matrix and image structure [20] 
2D  3D 

Structure orientation 
 

Information 
𝜆1 𝜆2  𝜆1 𝜆2 𝜆3  

L L  L L L No structure  L = low 
L L  L L H- Sheet-like (bright)  H+ = high positive 

L L  L L H+ Sheet-like (dark)  H- = high negative 
L H-  L H- H- Tubular (bright)  +/- = eigen value sign 

L H+  L H+ H+ Tubular (dark)   

H- H-  H- H- H- Blob-like (bright)   
H+ H+  H+ H+ H+ Blob-like (dark)   

 

 

To get the Hessian matrix on a 2D image, the second partial derivative of an image is calculated: 𝐷𝑥𝑥 , 𝐷𝑦𝑦 , 

and 𝐷𝑥𝑦 . 

 

𝐻(𝑥 , 𝑦)  =  [
𝐷𝑥𝑥 𝐷𝑥𝑦

𝐷𝑥𝑦 𝐷𝑦𝑦
] (2) 

 

The Frangi filter combines an image enhancement smoothing process using a Gaussian convolution 

with a second derivative to detect “vesselness” in the image. For example, in the 1D case, the response image 

of the filter is given in (3) [21]. 𝐼(𝑥) is the input image, and ∗ is the convolution operator. 

 

𝐷(𝑥, 𝜎)  =  {−
𝑑2 𝐺(𝑥,𝜎)

𝑑𝑥2 }  ∗  𝛪(𝑥) (3) 

 

The calculation of the response of the 𝐷(𝑥, 𝜎) image is a Gaussian scale-space; Linderberg [22] 

explains the theory of scale-space as a series of 1D images blurred with a blur index 𝜎 or the standard 

deviation of the Gaussian function. The blur index 𝜎 is defined as an “s scale” i.e. the Gaussian kernel’s size 
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affects the resulting image blur. Increased smoothing can cause shape distortion in the extracted edges. 

The application of smoothing at a low scale will extract too many edges, so selecting the s scale must be done 

correctly. For the simple Gaussian smoothing function shown in (4), to get the second partial derivative 

Hessian matrix element from the image, the image is convoluted with the second derivative Gaussian 

function, namely: 𝐷𝑥𝑥 = 𝐼(𝑥) ∗ 𝐺𝑥𝑥, 𝐷𝑥𝑦 = 𝐼(𝑥) ∗ 𝐺𝑥𝑦 , 𝐷𝑦𝑦 = 𝐼(𝑥) ∗ 𝐺𝑦𝑦 . The Gaussian scale-space 

functions are 𝐺𝑥𝑥 , 𝐺𝑥𝑦 , and 𝐺𝑦𝑦 and are shown in (5), (6), and (7). 

 

D(x,𝑦, 𝑠) = 1

2𝜋𝑠2 𝑒
− 

𝑥2 + 𝑦2

2𝑠2  (4) 

 

𝒢xx= 
𝜕2𝐺(𝑥,𝑦,𝑠)

𝜕2 𝑥
 = 

1

2𝜋𝑠4 (
𝑥2

𝑠2 − 1)𝑒
− 

𝑥2 + 𝑦2

2𝑠2  (5) 

 

𝒢yy= 
𝜕2𝐺(𝑥,𝑦,𝑠)

𝜕2 𝑦
 = 

1

2𝜋𝑠4 (
𝑦2

𝑠2 − 1) 𝑒
− 

𝑥2 + 𝑦2

2𝑠2  (6) 

 

𝒢xy = 
𝜕2𝐺(𝑥,𝑦,𝑠)

𝜕2 𝑥𝑦
 = 

𝑥𝑦

2𝜋𝑠6 𝑒
− 

𝑥2 + 𝑦2

2𝑠2  (7) 

 

𝜆2 = 
𝐷𝑥𝑥 + 𝐷𝑦𝑦 + 𝛼

2
 (8) 

 

𝜆1 = 
𝐷𝑥𝑥 + 𝐷𝑦𝑦 − 𝛼

2
 (9) 

 

With 𝑥, 𝑦 =  [−3𝑠: 3𝑠], the second derivative gaussian filter kernel is generated. The eigenvalues 

are searched using (8) and (9), where 𝛼 = ((𝐷𝑥𝑥 + 𝐷𝑦𝑦)2 + 4𝐷2
𝑥𝑦)2 then the eigenvalues are sorted so that 

𝜆2 > 𝜆1. The eigenvalues are used to detect the structure of all pixels; based on Table 1, pixels that are part 

of the vessel area are marked with 𝜆1 ≈ 0 and 𝜆2 >> 𝜆1. This requirement is formulated by the blobness 

measure feature, namely 𝑅𝑏 = (𝜆1/𝜆2)2. At the same time, 𝑆 = ||ℋ||𝐹 = (𝜆2 + 𝜆1)
2 is a “second-order 

structure.” The value of S will be low if the background has no structure. The norm value will be greater in 

areas with high contrast because one eigenvalue will increase. The features of 𝑅𝑏 and 𝑆 are mapped by the 

vesselness measure (10). In the (10), 𝛽 and 𝑐 are threshold values that control the sensitivity of the Hessian 

matrix line filter. The line filter response will be maximum at a scale that matches the original ferning. 

Thresholding results were analyzed on different s scales as in (11). 

 

vo(s) = {
0,                                                        𝜆2 > 0

𝑒𝑥𝑝 (−
𝑅𝑏2

2𝛽2) (1 −  𝑒𝑥𝑝 (−
𝑆2

2𝑐2))
 (10) 

 

 

Vo = max
𝑆𝑚𝑖𝑛≤ 𝑠 ≤𝑆𝑚𝑎𝑥

Vo(𝑠) (11) 

 

In this study, we propose a method with the name Harmony Frangi filter, which is a development of 

the Frangi filter method introduced by Niessen et al. [23] in 2002, improved by Kroon [24] in 2009, 

then further developed by Jerman et al. [25] in 2015. This study carried out harmonization starting from the 

pre-processing stage, Frangi filtering, to the post-processing stage. The Frangi filtering method has been 

compared with twelve other filtering methods, including Canny, Robinson, Kirsch, gradient, extracted largest 

blob, convolve, hill shade, differentials Laplacian, Frangi, Frangi German team, and Coye algorithm [26]. 

Furthermore, the Frangi filter method is harmonized with three thresholding methods: imadjust, histeg, and 

adapthisteg to get the best foreground display results. 

The next step is to configure several parameters from the Frangi filter method to get the most 

realistic and natural foreground, approaching the ferning appearance of the original image. The parameters 

that can be configured in the Frangi filter include scale range (sigma), scale ratio, Frangi beta 1 and Frangi 

beta 2. The comparison results of the Frangi filter parameter configuration can be seen in Figure 4(a) for a scale 

range of 1, Figure 4(b) with a scale range of 2, Figure 4(c) configured for a scale range of 4, and Figure 4(d) 

using a scale range of 8. The four images show that there are differences in the results of the detection process 

in the thickness of fern-like lines. 
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(a) 

 

(b) 

 

  
  

(c) (d) 
 

Figure 4. Display of Frangi filter parameter comparison results: (a) scale range = 1, (b) scale range = 2, 

(c) scale range = 4, and (d) scale range = 8 
 
 

3. RESULTS AND ANALYSIS 

In this study, a comparison of different pre-trained CNN model architectural families will be carried 

out, including the architectures of residual neural network (ResNet), AlexNet, SqueezeNet, visual geometry 

group (VGG), XresNet, and XresNext, to get the best visualization results from the detection of fern-like 

lines in salivary ferning. A brief explanation of each of the above network architecture models is as follows: 

ResNet, ResNet is a deep neural network developed by He et al. [27] that allows for good training 

performance with hundreds to thousands of layers. ResNet has good capabilities for recognition tasks and is 

one of the popular architectures for various computing tasks in computer vision. 

Second, AlexNet is a deep convolutional neural network used for good performance and fast 

computation time for photo classification processes. Krizhevsky et al. [28] are discussed in a famous paper 

entitled “Imagenet classification with deep convolutional neural network”. In the competition in ImageNet 

large-scale visual recognition, the AlexNet network model has an error of 15.3% and has a percentage point 

of 10.8% lower than the runner up. 

SqueezeNet is a deep neural network released in 2016 with the main task in computer vision 

developed by researchers at the University of California, DeepScale, Stanford University, and Berkeley [29]. 

The researcher’s goal in designing SqueezeNet was to make the neural network and parameters smaller to be 

quickly loaded into computer memory and transmitted remotely over a computer network. The paper states 

that SqueezeNet has an accuracy level equivalent to AlexNet on ImageNet with 50x fewer parameters. 

The compression technique in SqueezeNet is less than 0.5 MB or 510× smaller than AlexNet. 

The VGG network is a convolutional neural network model introduced by Simonyan and 

Zisserman [30]. The paper title “Very deep convolutional networks for large-scale image recognition” has a top 

5 test accuracy of 92.7% on ImageNet with more than 14 features million images in a thousand classes. VGG is 

one of the well-known architectures in deep learning environments with its first large layers 11 and 5 is an 

upgrade from the AlexNet architecture and has several filters with a kernel size of 3×3 one by one. 

The previous AlexNet model focused on smaller window sizes and strides in the first convolution layer, 

whereas VGG was more concerned with the depth aspect of CNN’s. 
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The basic idea for designing and building XresNets was to introduce the concept of a “Bag of tricks 

for image classification with convolutional neural networks.” He et al. [31] of Amazon web services 

introduced XresNets; XresNets featured only three tweaks with different names (ResNet-A, ResNet-B, and 

ResNet-C), focusing on improving three separate convolution steps in the ResNet architecture. In XresNets, 

applying some model modification and training tricks, heuristics is one way to improve parallel processing in 

training, lower precision computing, and modify bias or learning rate. 

While ResNext is a variant of ResNet, which is very similar to the Inception module, where both 

have a split-transform-merge paradigm, the difference is that ResNext different output lines are combined by 

adding them together, and all lines have the same topology [32]. ResNext has a hyper-parameter named 

cardinality, the number of independent paths to provide a new method of adjusting the model capacity. Based 

on experiments that have been carried out, accuracy is more efficient by increasing cardinality rather than 

deepening and expanding. ResNext is easier to adapt to new datasets or tasks because it has a simple 

paradigm, and only one hyper-parameter must be adjusted. Table 2 shows the number of parameters from the 

fifteen pre-trained CNN’s described. 
 
 

Table 2. The number of parameters of the fifteen pre-trained CNN’s model 
 

Pre-trained model 

Total  

Optimizer 

 

Loss function Parameters Trainable parameters Non-trainable parameters 

ResNet18 11,704,896 537,984 11,166,912  
 

 
 

 

 
Adam 

 
 

 
 

 

 
Flattened loss of cross-entropy 

ResNet34 21,813,056 545,408 21,267,648 

ResNet50 25,615,424 2,160,512 23,454,912 
AlexNet 2,734,912 265,216 2,469,696 

SqueezeNet1.0  1,263,888 528,384 735,424 

SqueezeNet1.1 1,250,880 528,384 722,496 
VGG11_BN 9,754,368 533,888 9,220,480 

XresNet18 11,724,128 538,112 11,186,016 

XresNet18_Deep 14,543,712 277,504 14,266,208 
XresNet18_Deeper 11,003,744 276,480 10,727,264 

XresNet34 21,832,288 545,536 21,286,752 

XresNet34-Deep 24,651,872 284,928 24,366,994 
XresNet34-Deeper 27,013,216 286,976 26,726,240 

XresNext18 13,571,168 541,952 13,029,216 

XresNext34 23,998,688 553,088 23,445,600 

 
 

3.1.  Performance using fixed learning rate 

The system can improve performance and accuracy by tuning and setting the hyper-parameters, one 

of the most important things in determining the value of the learning rate. To get the best and highest 

accuracy, the value of the learning rate parameter must be correct, experimentation is needed, and of course, 

this step requires a lot of time and experimentation. In this study, the learning rate value will be searched and 

determined automatically from a curve point called the valley point, and this valley point is the point with the 

maximum slope. In addition to determining the valley point on the curve graph in this study, other point 

values will also be sought, including minimum point, steep point, and slide point, as shown in Figure 5. 

Based on the display in Figure 5, the valley point has an optimal slope angle with the learning rate value 

close to 10-3, and then the value used is the fixed learning rate value. 
 

 

 
 

Figure 5. Finding and determining the point value of the valley 



TELKOMNIKA Telecommun Comput El Control   

 

A novel fern-like lines detection using a hybrid of … (Heri Pratikno) 

615 

The results of determining the value of the fixed learning rate will be obtained. A table containing 

the actual and predicted values of the confusion matrix, error rate, and the percentage of accuracy values 

from the validation set is shown in Table 3. Based on Table 3, the pre-trained model ResNet50 and 

VGG11_BN have the best performance from all sides, both from the confusion matrix table, error rate, and 

accuracy value, namely: 95.63%. Figure 6 shows the results of the classification process where an error 

occurred in the validation set between the actual and predicted conditions. Prediction results may be wrong, 

and this can happen because some of the original labels seem to be inaccurate, in this case causing difficulty 

in judging. This misclassification or prediction will provide insight into how well our model performs. 
 

 

Table 3. Percentage of error rate, accuracy, and confusion matrix on fixed learning rate 
𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 =  1𝑒 − 3 and 𝐸𝑝𝑜𝑐ℎ = 5 

Pre-trained model 
Actual / Prediction Error rate Accuracy 

Time 
 TP TN FP FN (%) (%) 

ResNet18 61 651  27 16 5.70 94.30 00:13 

ResNet34 58 656  22 19 5.43 94.57 00:17 

ResNet50 62 660  18 15 4.37 95.63 00:29 

AlexNet 51 652  26 26 6.89 93.11 01:12 
SqueezeNet1.0 62 659  19 15 4.50 95.50 00:12 

SqueezeNet1.1 64 651  27 13 5.30 94.70 00:17 
VGG11_BN 58 664  14 19 4.37 95.63 00:24 

XresNet18 52 623  55 25 10.60 8.40 00:13 

XresNet18_Deep 44 646  32 33 8.61 91.39 00:14 
XresNet18_Deeper 48 631  47 29 10.07 89.93 00:13 

XresNet34 54 605  73 23 12.72 87.28 00:15 

XresNet34-Deep 55 588  90 22 14.83 85.17 00:16 
XresNet34-Deeper 64 578  100 13 14.97 85.03 00:16 

XresNext18 39 667  11 38 6.49 93.51 03:14 

XresNext34 39 668  10 38 6.36 93.64 00:18 

 
 

3.2.  Performance using auto-learning rate 

The steps and discussion to see the performance of the fifteen pre-trained network models using the 

auto-learning rate are precisely the same as measuring performance using the fixed learning rate on the 

validation set, as discussed in point 3.1. The main difference is that if you use a fixed learning rate, the learning 

rate value is only one value, for example, 1𝑒 − 3 (10−3), while in the auto-learning rate, the learning rate value 

is between two values, for instance, between 1𝑒 − 3 and 1𝑒 − 4 (10−3 up to 10−4). Based on experiments 

conducted empirically, the results are obtained in Table 4. Based on Table 4, the model of pre-trained 

networks with the highest performance are ResNet18 in terms of the confusion matrix, error rate, and accuracy 

value of 98.01%. The results of the comparison between the fix learning rate in Table 3 and the auto-learning 

rate in Table 4 for the percentage value of the error rate and accuracy obtained the following data: 

first, there was a decrease in the average error rate value of the fifteen network models by 3.08%, and second, 

there was an increase in the average accuracy value of 3.08%, as shown in Figure 7. 
 

 

Table 4. Percentage of error rate, accuracy, and confusion matrix on auto-learning rate 
𝐴𝑢𝑡𝑜 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 =  (1𝑒 − 4, 1𝑒 − 3) and 𝐸𝑝𝑜𝑐ℎ = 5 

Pre-trained model 
Actual / Predistion Error rate Accuracy 

Time 
TP TN FP FN (%) (%) 

ResNet18 68 672 6 9 1.99 98.01 00:14 
ResNet34 68 669 9 9 2.38 97.62 00:21 

ResNet50 65 674 4 12 2.12 97.88 00:37 

AlexNet 59 657 21 18 5.17 94.83 00:12 
SqueezeNet1.0 60 669 9 17 3.44 96.56 00:14 

SqueezeNet1.1 55 669 9 22 4.11 95.89 00:19 

VGG11_BN 70 667 11 7 2.38 97.62 00:29 
XresNet18 48 657 21 29 6.63 93.38 00:16 

XresNet18_Deep 39 667 11 38 6.49 93.51 00:17 
XresNet18_Deeper 48 651 27 29 7.42 92.58 00:16 

XresNet34 54 641 37 23 7.95 92.05 00:20 

XresNet34-Deep 47 669 9 30 5.17 94.83 00:21 
XresNet34-Deeper 51 646 32 26 7.68 92.32 00:21 

XresNext18 39 672 6 38 5.83 94.17 00:17 

XresNext34 40 668 10 37 6.23 93.77 00:24 
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Figure 6. Checking the wrong classification: (a) negative-negative, (b) negative-negative, 

(c) negative-negative, (d) negative-negative, (e) positive-negative, (f) negative-negative, (g) positive-positive, 

(h) positive-positive, and (i) negative-negative 
 
 

Before the prediction process is carried out, a classification process is needed to check the class 

misclassification of the salivary ferning image between the trained dataset and the validation dataset. The results 

of the class classification process can be seen in all the images in Figure 6. Figure 6(a), Figure 6(b), Figure 6(c), 

Figure 6(d), Figure 6(e) Figure 6(f) are images that are included in the no ferning dataset (negative) and are 

correctly predicted as images in the no ferning (negative) class. Figure 6(g) and Figure 6(h) are images on the 

full ferning dataset (positive) and are correctly predicted as images in the full ferning class (positive). 

In contrast, Figure 6(i) is an image that shows an error in the classification process, which is predicted to be a 

full ferning class (positive). Still, the image is included in the image in the no ferning dataset (negative).  
 

3.3.  Performance on independent dataset test 

At this stage, the model’s performance is checked on an independent dataset test to get predictive 

results from the test data to get the actual label of the encoded label. This step produces a value in the confusion 

matrix where the parameter values in the confusion matrix can be calculated using a formula to get the 

parameter values measured from precision, recall, 𝐹1-score, support, and accuracy, as shown in Table 5. 

In Table 4, for example, the ResNet34 model resulting from the validation dataset has an accuracy of 97.62%. 
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In comparison, in Table 5, the ResNet34 model results from the independent dataset test have an accuracy of 

99.88%, with a difference of 2.27%. Overall, all the independent dataset test accuracy values in Table 5 increase 

4.33% on average. The training process for all models in this study used images of 224×224 pixels. 
 

 

 
 

Figure 7. Comparison graph of fix learning rate and auto-learning rate 
 

 

Table 5. The results of the measured value parameters on the independent dataset test 
Independent dataset tes (𝑒𝑝𝑜𝑐ℎ𝑠 = 5) 

Pre-trained model 
Actual / prediction 

Precession Recall 𝐹1-𝑠𝑐𝑜𝑟𝑒 
Accuracy 

TP TN FP FN (%) 

ResNet18 132 718 2 0 0.99 1.00 0.99 99.77 

ResNet34 132 719 1 0 0.99 1.00 0.99 99.88 
ResNet50 132 717 3 0 0.98 1.00 0.99 99.65 

AlexNet 132 716 4 0 0.99 1.00 0.99 99.53 

SqueezeNet1.0 130 717 3 2 0.98 0.98 0.98 99.41 

SqueezeNet1.1 132 713 7 0 0.99 1.00 0.99 99.72 

VGG11_BN 132 718 2 0 0.99 1.00 0.99 99.77 

XresNet18 132 707 13 0 0.99 1.00 0.99 98.47 
XresNet18_Deep 130 713 7 2 0.95 0.98 0.97 98.94 

XresNet18_Deeper 130 713 7 2 0.95 0.98 0.97 98.94 

XresNet34 132 706 14 0 0.90 1.00 0.95 98.36 
XresNet34-Deep 128 715 5 4 0.96 0.97 0.97 98.94 

XresNet34-Deeper 132 705 15 0 0.90 1.00 0.95 98.24 

XresNext18 124 711 9 8 0.93 0.94 0.94 99.77 
XresNext34 130 714 6 2 0.96 0.98 0.97 99.06 

 

 

3.4.  Detection of fern-like lines in saliva images 

The model training process in this study uses an image size of 224×224 pixels, whether it is 

processed by training datasets, dataset validation, and independent dataset tests. The final step in this study is 

to detect fern-like lines in saliva images with a size of 578×814 pixels. The saliva image with a large enough 

size will be divided into several patches or windows size with a smaller size, where each patch will detect the 

presence of a line of saliva. If any fern-like lines are detected, the patch and the image will be put back 

together so that the detection of fern-like lines in other parts of the original image can be continued. If the 

patch size is smaller than the image size used for training, the patch will be discarded. The patch size or 

windows size can be changed according to the size of the line to be detected in the image, for example, with a 

size of 16×16 pixels, 32×32 pixels, 64×64 pixels, 128×128 pixels, and so on. In this study, fifteen models 

used a patch size of 32×32 pixels to detect fern-like lines in saliva. The visualization display of fern-like lines 

detection results from the fifteen pre-trained models can be seen in Figure 8. 

Based on the visualization of fern-like lines detection results in Figure 8 using a patch size of 34×34 

pixels, it can be explained as follows: first, in Figure 8(a), Figure 8(b), Figure 8(c), Figure 8(d), Figure 8(e), 

Figure 8(f), Figure 8(g), Figure 8(h) and Figure 8(i) show that there is overlap because the fern-like line area 

and the non-fern-like line area are all detected in the figure salivary ferning. Second, Figure 8(j) using the 

ResNet50 model cannot detect the shape of the fern-like lines pattern. Third, Figure 8(k), Figure 8(l), 

Figure 8(m), Figure 8(n) and Figure 8(o) can detect the presence of fern-like lines, but the ResNet34 model in 

Figure 8(k) has resulted from the best visualization in detecting the shape of the fern-like lines pattern. 
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Figure 8. Visualization of fern-like lines detection results: (a) ResNet18, (b) VGG11_BN, (c) XresNet18, 

(d) XresNet18_Deep, (e) XresNet18_Deeper, (f) XresNet34, (g) XresNet34_Deeper, (h) XresNetx18,  

(i) XresNext34, (j) ResNet50, (k) ResNet34, (l) AlexNet, (m) SqueezeNet1.0, (n) SqueezeNet1.1, and  

(o) XresNet34_Deep 
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4. CONCLUSION 

By combining the pre-trained network model and the frangi filter, this research succeeded in 

detecting transparent, hidden, irregular fern-like lines with uneven lighting on the surface of the salivary 

ferning image. In addition, this study also compared fifteen pre-trained convolutional neural network models 

to determine which pre-trained network model produces the best performance in detecting and visualizing the 

shape of the fern-like lines pattern in salivary ferning images with a size of 578×814 pixels. Using a fixed 

learning rate (1𝑒 − 3), the pre-trained network model that gave the best performance is the ResNet50, with 

an error rate of 4.37% and an accuracy of 95.63%. 

The pre-trained network model was configured using an auto-learning rate ranging between two 

values (example: 1𝑒 − 3 up to 1𝑒 − 4 (10−3  up to 10−4)). The experimental results empirically showed that 

the ResNet18 model achieved the best performance with an error rate of 1.99% and an accuracy of 98.01%. 

The results of the measurement value parameters on the independent dataset in the test directory show that 

the fifteen pre-trained network models produce parameter values of the confusion matrix table, precision 

values, recall, 𝐹1-𝑠𝑐𝑜𝑟𝑒 have high-performance results with accuracy above 98%. 

The results of the visualization of fern-like lines detection in the salivary ferning image using a 

patch size or windows size of 34×34 pixels showed that the ResNet34 model has the best results in detecting 

the shape of the fern-like lines pattern. The results of this study can potentially develop insights and 

considerations for future researchers in the application of CNN’s variants to detect fern-like lines in salivary 

ferning. Salivary ferning line pattern detection in this work has the main benefit of assisting medical 

practitioners or individuals in estimating women’s ovulatory cycle. Understanding the almost exact time of 

the women’s ovulatory cycle might help medical practitioners guide and suggest women’s mate time 

preferences to conceive or avoid pregnancy. 
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