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Abstract

Human activity recognition via Electrocardiography (ECG) and Photoplethysmography (PPG) is extensively researched. While ECG
requires less filtering and is less prone to disturbance and artifacts, nonetheless, PPG is cheaper and widely available in smart devices,
making it a desired alternative. In this study, we explore the employment of the ensemble method with several pre-trained machine learning
models namely Resnet50V2, MobileNetV2, and Xception for the classification of wrist PPG data of human activity, in comparison to its ECG
counterpart. The study produced promising results with a test classification accuracy of 88.91% and 94.28% for PPG and ECG, respectively.
© 2022 The Author(s). Published by Elsevier B.V. on behalf of The Korean Institute of Communications and Information Sciences. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

There is undeniable evidence that regular exercise and
physical activity provide numerous benefits; promoting general
well-being, as well as preventing several chronic diseases
including cancers and cardiovascular disease. However, these
health benefits can differ depending on many factors such as
the frequency, the volume, and the type of activity performed.
Automated recognition of exercise and physical activity has
been a topic of research for many years. This interest springs
from the many possible applications for Human activity recog-
nition (HAR) which include its use in surveillance systems,
the monitorization of the elderly, rehabilitation processes of
patients, and many uses that pertain to the Internet of Things
(IoT) [1].
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Predominantly, the most used method for HAR is the usage
of camera-produced images, a resource exhaustive method that
is still plagues with many obstacles. Nonetheless, several other
approaches to HAR were explored over the years, One of
which is the use of heart rate measurements, where the rhyth-
mic patterns can be indicative of the type of physical activity.
Electrocardiography is a common method of measuring heart
rates by detecting electrical changes resulting from cardiac
cycles. The heart rate rhythm is often graphed in terms of
voltage and time in an electrocardiogram (ECG). ECG is a
widely employed method, due to its high accuracy and clear
depiction of heart rhythm signals [2]. A significant proportion
of research went into the utilization of ECG signals to train
machine learning models capable of automated detection. For
instance, Jia et al. of the University of Science and Technology
of China conducted a study on the recognition of human
daily activity, using multi-lead ECG data, infused with an
accelerometer for performance enhancement [3]. The dataset
used was prepared using a wearable battery-powered ECG
sensor with a sampling range of 200 Hz and a resolution of 8
bits, as for the acceleration, sensor B-MA180 chip was used.
The features were extracted from ECG data using principal
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component analysis and Hermite polynomial expansion, be-
fore dimensional reduction via Linear Discriminant Analysis.
Using Relevance Vector Machine (RVM) as the classification
algorithm in the study, The model produced 97.78% accuracy
when all of the ECG leads were used and a 99.67% accuracy
with accelerometer infusion.

ECG signals show extremely impressive potential in HAR;
nonetheless, it requires expensive machines that are normally
large in size, rendering it quite notably unproductive for such a
task as HAR. Photoplethysmography (PPG) is a viable alter-
native for the measurement of heart rate and cardiovascular
rhythms, through the use of optical sensors that detect the
change in light absorbance rate of vascular tissue as blood
volume changes with every cardia cycle [4]. This method, con-
trary to Electrocardiography, does not require any expensive
machines or tools, as it requires a very simple oximeter sensor
that could be found in modern smartphones and smartwatches.

Some attempts at human activity recognition by means of
machine learning using PPG data were seen in the last few
years. One of which was conducted by Mahmud et al. in 2020,
in a research paper that tested the use of multi-stage long
short-term memory (LSTM) architecture [5]. In the study, the
authors used LSTM as a method of temporal feature extrac-
tion, where the temporal features were extracted from PPG
data as well as Inertial Measurements taken from a gyroscope,
and different accelerometer sensors. The classification of said
features was done by utilizing a Softmax-activated neural
network of LSTM and fully connected layers yielding an
impressive average accuracy of 83.2% using that combination
of sensorial data. However, it is worthy of noting that the
classification accuracy when PPG data were used alone was
only 72.3%.

Another research work whose primary focus was the use
of PPG data for HAR purposes was published by Brophy
et al. [6]. The study involved the use of a machine-vision
methodology to HAR via a pre-trained CNN model, known as
Google’s Inception-v3. The data used was from the Wrist PPG
During Exercise public dataset, and was processed by plotting
every 8 s of the signal into traditional signal graphs using
MATLAB software. After being trained for 10000 steps, the
model achieved a classification accuracy of 75.8% a relatively
higher accuracy compared to other papers that used PGG data
alone, as noted by the authors in the study.

Whereas PPG is more practical as its data could be acquired
from any of the widely available wearable devices in the mar-
ket, further facilitating the accessibility of HAR applications
to regular consumers, it is often plagued by noise and artifacts
compared to ECG signals that are often cleaner, and more
accurate in their sampling. The aim of this study is to over-
come this limitation by using a computer-vision-based transfer
learning ensembled convolutional neural network model, a
novel technique that makes use of the full strength of different
pre-trained deep learning models to offer a great boost in
classification performance while keeping the training period
to a minimum.
2

2. Methodology

2.1. Data acquisition and preparation

The dataset used in this study was the publicly available
dataset Wrist PPG During Exercise prepared by Casson et al.
in 2017 [7]. As explained in the accompanying paper, the
data was recorded from a sample of 8 individuals, 5 of
whom were female while the rest were male, with an average
age of 26. PPG records were taken via a sensor placed at
the wrist of the subjects, which as well recorded Inertial
measurements (gyroscope, a low noise accelerometer, a wide
range accelerometer, and a magnetometer). Chest ECG signals
were also recorded for comparison’s sake simultaneously. The
exercises performed by the subjects consisted of four types
of exercise in a controlled setting using a treadmill and an
exercise bike: running, walking, and high/low resistance cy-
cling. The data was sampled at a frequency of 256 Hz for
up to 10 min. There was minimal filtering conducted on the
dataset; only the cycling recordings were filtered using a low-
pass filter with a cut-off frequency of 15, as they exhibited
noises unobserved in the treadmill signals.

Since the length of each signal is quite large, the signals
were used in parts, where they were cut into smaller signals
with an interval of 6 s, segmented every second and a half.
The intention was quick detection, as anything beyond 6 s
might cause consumers to become weary of the process,
not to mention that any increase in the interval might cause
information loss, considering the processed image is 224*224
in size (the recommended size for the used transfer learning
models). As segmentation was performed, the total number
of images became 4461 images, each class consisting of 846,
1166, 980, and 1469 images for high, low resistance cycling,
running, and walking, respectively. To create a fair comparison
to the literature reviewed at the beginning of this paper, as well
as not to divert focus from the aim of this study in exploring
the enhanced performance that pre-trained ensembled CNNs
provide, the data was left as is with no attempts to resolving
the imbalance in the data classes.

It could be noted that the dataset involves only four classes,
hence excluding many of the variety of activities performed
daily by most individuals. Nevertheless, the dataset seemed to
offer a great challenge for classification research due to the
amount of noise in the PPG data, which could be observed in
the literature reviewed in the introduction of this paper. Not to
mention, its utilization of ECG as a method for comparison,
and since the purpose of this study is the illustration of the
advantages that the ensemble method could provide when
dealing with PPG HAR data, it was deemed suitable regardless
of the number of classes it provides.

2.2. Signal representation approach

To use computer vision pre-trained convolutional neural
network models, the signals needed to be presented visually.
Plenty of techniques exist capable of fulfilling such a task

in the field of signal processing, one of which is continuous
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Fig. 1. Process of CWT.

wavelet transform (CWT). CWT is a mathematical tool that
generates a spectral representation of a signal by means of
decomposing it into wavelets that vary in scale and transla-
tion. The translation and scale of the transformation are often
expressed in the form of a scale factor that either dilates or
compresses the signal, by applying high or low scale factors
respectively [8]. Information extraction occurs when a specific
wavelet function is multiplied by the signal as the wavelet
shifts and stretches across the signal, allowing for a multi-
scaled depiction of the signal. For the sake of this study, CWT
was used to represent the signals optically, as it is a method
that is not affected immensely by noise. The wavelet function
used was Morlet, and the widths transform was 128. Below in
Fig. 1 is an example of CWT representation of a PPG signal,
placed for illustration purposes.

2.3. Pretrained convolutional neural networks and the
ensemble method

Classification is a heavily researched field in machine
learning, with many algorithms and new architectures appear-
ing almost every day. Recently, Convolution neural networks
(CNNs) saw a rapid spike in popularity, in the field of com-
puter vision and image classification in specific, due to their
robust architecture that allowed for impressively high clas-
sification accuracy with little to no data pre-processing [9].
This was only possible owing to the recent advancements
in processing technologies, as CNNs are resource-exhaustive
compared to older algorithms such as Random forests. This
flaw in CNNs and deep learning, in general, spawned the
need for a new approach to deep learning that shortens the
time of training while keeping the high performative nature of
CNN-based deep learning. One of these approaches is transfer
learning, a technique used to transfer knowledge from pre-
trained models to newer models with the aim of quickening
the process of training, while achieving better accuracy [10].
Over the years, many publicly available pre-trained models
found their way to existence, thanks to the efforts of multi-
ple developers. Resnet50V2, MobileNetV2, and Xception are
some of these models and the ones chosen for this study, all
trained on the Imagenet dataset, which contains more than
14 million images. The weights of the models are transferred
upon the process of training, before being re-trained on the
3

Fig. 2. Illustration of the structure of the ensemble model.

ataset in use, this accelerates the process of training greatly,
s it removes the need for complete rebuild from scratch [11].
ll three models exhibit great performances, and are used
orldwide for all types of applications in image recognition.
Just like transfer learning, there exist many other techniques

hat can even further improve the predictability of models. The
nsemble method is one of these techniques, where multiple
odels are used at the same time to make inferences. This

s achieved by using the features with the highest probabilities
ut of the combined models, using a layer often referred to as a
oncatenate layer, hence giving a higher performance than that
f an individual model [12]. The ensemble model can be used
ith any machine learning algorithm, but in this study, it was
sed to combine the three pre-trained CNN models mentioned
bove. Resnet50V2, MobileNetV2, and Xception were used
ogether to make the model, using the aforementioned concate-
ate layer, which takes multiple sensors as input and produces
singular tensor as output. The output of this layer is either

assed to more layers or is used directly for classification as
hown in Fig. 2.

.4. Experiment setup

The experiment conducted in this study was set up using a
omputer with an Nvidia GeForce® GTX 1650 Ti with 4 GB
edicated RAM, and an AMD Ryzen™ 7 4800H micropro-
essor. The experiment code was written in the programming
anguage Python, a popular language for machine learning
oftware development. The signals were processed mainly
sing the open-source python package PyWavelets, which
as developed to ease the use of wavelet algorithms. After
roducing the CWT images, they were resized into a tensor
f 224 × 224 × 3 and shuffled before being divided into a

training and testing set with a ratio of 4:1. The images were
then trained on the models which were connected to multiple
dense layers with 512, 256, 128, 64 neurons activated with
a ReLu activation function, and a dropout layer of 20%, all
used to prevent overfitting and boost the performance of the
algorithm [13]. The classifier used was a Softmax regression
classifier. The same layers were used for all the compared
algorithms for a fair comparison. The model was finally com-

piled using the optimizing algorithm Adam, with a learning
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Table 1
Classification Accuracy, Loss and AUC results of ECG data.

Resnet50V2 MobileNetV2 Xception Ensemble

Training Accuracy 95.19% 93.30% 95.22% 95.31%
Loss 0.7861 0.8161 0.7864 0.1762
AUC 0.9919 0.9833 0.9883 0.9914

Testing Accuracy 91.25% 90.58% 93.16% 94.28%
Loss 0.8315 0.8367 0.8093 0.2265
AUC 0.9742 0.9666 0.9763 0.9848

Table 2
Classification Accuracy, Loss and AUC results of PPG data.

Resnet50V2 MobileNetV2 Xception Ensemble

Training Accuracy 96.46% 87.53% 92.60% 94.51%
Loss 0.7870 0.8766 0.8286 0.2157
AUC 0.9945 0.9688 0.9825 0.9918

Testing Accuracy 82.53% 83.76% 86.11% 88.91%
Loss 0.9164 0.9022 0.8851 0.3502
AUC 0.9945 0.9548 0.9597 0.9770

rate of 0.00001. Training commenced with a batch size of
16 and continued for as many training epochs before being
stopped with early stopping with patience of 3 epochs. The
program to used to train the models was developed with the
aid of multiple Python packages, namely: Tensorflow, Keras,
SkLearn, Numpy, Matplotlib, and OpenCV [14–16].

3. Results and discussion

It is a justifiable tradition in machine learning to utilize
a set of performance metrics in order to adequately observe
and judge the performance of the created models. In this
study, in particular, several performance metrics were used;
the accuracy of prediction indicative of the number of correct
predictions made by the models in question, the Cross-entropy
loss which decreases as the prediction probability is closer
to the actual label, and lastly the Area Under the Receiver
Operating Characteristics (ROC) curve, often referred to as the
Area Under the Curve (AUC) which measures the capability of
the model to distinguish between classes. In Tables 1 and 2 the
performance of all the models trained on both ECG and PPG
data is depicted, respectively, in terms of the aforementioned
performance metrics.

The experiment results as illustrated in the two tables
demonstrate the improved performance that the use of the
ensemble method provides. As can be noted in Table 2, when
PPG was used to train the ensemble model there was a 2.8%
improvement in classification accuracy(CA), compared to the
best performing model (Xception), and a 4.8% improvement
compared to the average accuracy of all three models. It is
important to note that Resnet50V2 performs better during
training; nevertheless, this paper is mostly concerned with the
testing accuracy due to the fact that it is a better indictive
of the model’s ability to perform in practical applications,
as it classifies data that was not presented to it before. The
same trend of enhanced classification performance can be seen

reflected on the AUC and Loss (cost function), with a decrease

4

Fig. 3. Confusion matrix of the ensemble model.

of 0.5249 and an increase of 0.0173, respectively, compared
to the best performing individual model. These results in
comparison to prior work done on the same dataset, seen in
Brophy et al.’s [6] and Mahmud et al.’s [5] studies, showed
much improved performance, as both studies produced CA of
75.8% and 72.3% respectively. This shows the great potential
of ensembled transferred models at enhancing the process of
HAR with PPG data.

In Table 1, the results of the performance of the ECG
data are depicted, showing a difference of about 5.4% clas-
sification accuracy between the ensemble models. This can
be explained by considering the accuracy that ECG machines
can provide in comparison to PPG sensors which are widely
available at a much lower cost. Despite this expected differ-
ence in performance, a difference of 5.4% with an accuracy of
88.91% is relatively low, especially in comparison to previous
literature. PPG data after all can be acquired easily using
smartphones and smart wristbands, which could open the door
for applications that are hard to implement with ECG sensors,
considering the size and price.

While the previously depicted metrics of evaluation provide
adequate evaluation of the models performance, confusion
matrices can provide even further information into the model’s
capability to accurately classify data into their relative classes.
Fig. 3 shows the confusion matrix of the ensemble model when
used with PPG data, the focus of this study, Normally, the
diagonal values are indicative of the accuracy of classification,
and it can be seen that the values of the ensemble model are
concentrated diagonally which indicates a good classification
accuracy.

It is worth noting that the data sampled for this study
was small, with a sample of only 8 subjects. We suspect
that an increase in the size of the dataset, can improve the
performance of the models even further. The use of different
classifiers and larger more complex pre-trained models, can
also prove further enhancement if used in future research.
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4. Conclusion

While ECG data is commonly used for human activity
recognition, PPG can be an inexpensive alternative. This study
aims at using a computer-vision approach at detecting human
activities using PPG signals, with the aid of the ensemble
method used to combine 3 pre-trained models; Resnet50V2,
MobileNetV2, and Xception. The ensemble model under con-
trolled conditions was compared to each of its composing
models, trained on both ECG and PPG data of heart rate
recorded during different activities. Although the models when
trained on ECG data performed better, The performance of
PPG gave a relatively high accuracy at 88.91% indicative
of the potential of using wrist PPG data with the ensemble
method in HAR for accurate detection. The field of machine
learning is very vast and there is spacious room for further
studies on HAR via PPG data; the use of the method sug-
gested in this research on different datasets with more human
activities is suggested as it poses an interesting test of the
method’s full capacity. Furthermore, future research could
compare different preprocessing methods, and hyperparameter
tuning techniques as they seem to have the potential to improve
the performance of the models even further.
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