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Abstract Vibration-based signal processing is the most popular and effective
approach for fault diagnosis of bearing. In this paper, time-frequency domain anal-
ysis, i.e. empirical mode decomposition (EMD) was applied to the raw vibration
signal. Intrinsic mode function (IMF) containing the characteristics of vibration data
was analysed to obtain 90 statistical features. Two feature reduction algorithms,
namely principal components analysis (PCA) and binary particle swarm optimiser
(BPSO) were applied individually for feature reduction. The reduced feature subsets
were 12 and 35 for PCA and BPSO, respectively. K-Nearest Neighbours (K-NN)
was used as an intelligent method for fault diagnosis. K-NNwas applied to the entire
feature set and individually on the selected feature subset of PCA and BPSO. The
reduced feature subset with PCA performed the finest in all the measurements taken.
For BPSO, although it effectively reduced the feature dimension and classification
time, the testing accuracy was slightly lower. Comparing the output accuracy of the
K-NN classifier for the selected methods demonstrated the effectiveness of PCA and
BPSO as efficacious feature reduction techniques.

Keywords Feature reduction · Principal components analysis · Binary particle
swarm optimiser · Empirical mode decomposition

1 Introduction

Bearing is one of the most used machinery parts of industries that undergoes a huge
load of friction, erosion, and different types of failure [1]. It is important to develop
a fast and reliable fault diagnosis method to monitor the machine health condition.
The incorporation of artificial intelligence with signal processing has been proven to
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be efficient in condition monitoring. Among the different signals, vibration signals
have been widely used along with various machine learning classifiers as intelligent
diagnosis methods.

Among many signal processing methods, time domain, frequency domain, and
time-frequency domain analysis are the most popular ones [2]. The advantage of
time-frequency domain analysis over other methods is it provides both time and
frequency information. Among the many popular time-frequency domain analysis,
short time Fourier transform, wavelet transform, and empirical mode decomposition
(EMD) have been widely used. In recent years, a lot of research has been conducted
by incorporating EMDwith artificial intelligence techniques. Lin et al. [3] combined
EMDwith FFT to analyse the oil-leakage fault signal of the gearbox ofwind turbines.
K-NN was applied for fault diagnosis. Pandya et al. [4] processed acoustic emission
using EMD and Hilbert–Huang Transform. For classification, a modified K-NN
algorithm,where k = √

nwas proposed based on the asymmetric proximity function.
This present study used EMD [5] for feature extraction from vibration signal. By
obtaining different statistical features from IMFs, a large number of data can be
gathered. In that sense, EMD appears to be suitable for machine learning algorithms.
However, a large number of features raise the condition for feature reduction. Two
feature reduction approaches, namely PCA and BPSOwere applied separately in the
current work.

Principle component analysis (PCA) can be a handy tool to perform feature reduc-
tion, where the first few columns contain most of the variance of the feature table.
PCA is combined with machine learning algorithm to classify different fault classes.
Sharma et al. [6] used PCA on the feature of rolling element bearings and the perfor-
mance was evaluated using weighted K-NN classifier. For three bearing conditions,
an accuracy of 100% was achieved using the Mahalanobis distance metric. Among
the population-based approaches, the application of particle swarm optimiser (PSO)
to features selection has attracted a lot of attention lately. In [7], Binary PSO (BPSO)
was implemented with regularised Fisher’s criterion, which was used as a fitness
function. Later, PCA and BPSO were individually applied to focus on the perfor-
mance of BPSO. Fei [8] proposed an improved BPSO to select the parameter K
of K-NN. The traditional K-NN was trained by varying the parameter K to obtain
better accuracy. However, such literature on the comparison between PCA andBPSO
using the same classifier is rare. This paper tries to evaluate the performance of PCA
and BPSO as effective feature reduction methods. The performance of the reduced
feature subset is measured using K-NN classifier. In the end, the performance of the
classifiers using the reduced feature subset obtained from the two feature reduction
techniques is discussed.
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2 Theoretical Background

2.1 PCA

PCA [9] transfers the possible correlated variables into a lower number of uncor-
related variables known as principal components. The first principal component
contains the highest possible variability and the following components contain the
same and so on. PCA can be an effective tool for dimensionality reduction. It can
also be used to reduce the complexity of signal processing. The steps of PCA are as
follows:

Step 1: Take the feature set Xn×m where n is the number of data samples and m is
the dimension of the feature space.

Step 2: Normalise the data of the entire feature set, norm(X).
Step 3: Take the covariance matrix of the feature set, cov(X).
Step 4: Calculate the eigenvectors and eigenvalues of the covariance matrix.
Step 5: Choose components and form a feature vector.
Step 6: Derive the new data of m-dimension.

2.2 PSO

PSO was proposed by Kennedy and Ebenhart in 1995 [10]. A group of particles
(like bird or fish swarm) is assumed and their position and velocity are constantly
updated. The velocity and position of the particles are updated according to the
following equation:

vt+1
id = ωvtid + c1r1

(
Pbest ti − xtid

) + c2r2
(
Gbest tg − xtid

)
(1)

xt+1
id = xtid + vt+1

id (2)

where vtid denotes the velocity and xtid is the position of particle after t-th iteration.
Pbest ti is the particles current best position and Gbest tg is the global best position.ω
is the inertia weight and d is the dimension of population. c1, c2 are the acceleration
coefficients. r1, r2 are the random numbers uniformly distributed between [0, 1].

2.3 K-Nearest Neighbours

K-NN classifier is a widely used pattern recognition tool. The basic idea of the
algorithm is that features belonging to different classes will form clusters in their
individual feature space. Neighbours are the features that are close to each other [11].
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In the case of a new vector, the K-NN algorithm calculates the distance with the
training data using distance matrices, such as Minkowsky, Correlations, Manhattan,
Chi-square, and Euclidean distance. From the result, the nearest neighbours can be
calculated and the output class can be obtained. A class is assigned to the new vector
from the class pool of its k nearest neighbours, here, k represents the number of the
nearest points considered.

3 Data Collection

In this study, for fault diagnosis, the vibration data were obtained from the online
dataset of the Case Western Reserve University Bearing Data Center [12]. Accelera-
tion data were measured from a 2 hp Reliance Electric motor bearings. The collected
vibration signals included the following operating conditions: (1) normal condi-
tion/baseline condition, (2) inner race fault, (3) outer race fault, and (4) ball fault.
Each fault condition included three different fault sizes, i.e. 0.007, 0014, and 0.021
in.

4 Feature Extraction

For feature extraction, 1202 data points were taken per sample and the number of
total samples was 900. The number of samples was 90 for the baseline condition
and each fault condition had 270 samples individually. The time-frequency domain
analysis, i.e. EMD simply decomposes a vibration signal into several IMFs. The IMF
function must meet two basic conditions:

(a) The number of extrema and zero crossings in the whole vibration series must
be the same or differ at most by one.

(b) The mean of upper and lower envelops must be zero at any given point.

It is observed that for the later values of IMFs, the strength of the signal decreases.
Therefore, in this experiment, only thefirst five IMFswere taken for feature extraction
from every observation. Different statistical and time-domain features were extracted
from the obtained IMFs of drive end and fan end vibration data. From each IMF,
nine different features were extracted, which were mean, root mean square, variance,
standard deviation, kurtosis, skewness, peak, crest factor, and energy. From the five
IMFs, 45 features were extracted in total from the drive end and fan end individually.
Juxtaposing all the features, the size of the feature vector became 900 × 90 for all
number of observations. All features were normalised between (0, 1) to ensure the
elimination of overfitting while classification.
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5 Feature Reduction

The output accuracy of the classifier algorithm depends largely on the features of
the dataset. However, all of the features do not have an equal contribution to the
performance of the classifier. There might be some features that are not as important
as others. Moreover, for a large number of features, the feature set may become
redundant and overlapping may occur between different classes. This may result
in a reduction of the performance of the classifier with longer computational time.
For this reason, the elimination of insignificant features is important. Two different
feature reduction methods were used in this study, namely PCA and BPSO. These
two methods will be discussed elaborately in the following subsection.

5.1 Feature Reduction Using PCA

PCA was applied to the raw feature set and the values of the score and explained
variance were obtained. The score represents an equal number of new variables in
a compact feature space and the explained variance is the weight of importance
[13]. From the percentage of the explained variance, the optimal number of principal
components was selected. Later, by increasing the number of the principal compo-
nents, K-NNwas applied to the selected feature subset and each output was recorded.
The threshold level of accuracy for the minimal number of principal components was
obtained thereby.

5.2 Feature Reduction Using BPSO

The proposed BPSOmodel, which combines K-NN for its fitness function evaluation
was used to select the best features from the feature set to improve the classification
ability. In BPSO, the number of initial population is taken the same as the number of
features, where the positions of features are initialised with random 0’s and 1’s. For
example, X = [0 1 1 0 1 0 0 1 … 1] is a position vector, where bit 1 denotes that the
feature is selected and bit 0 denotes that the feature is not selected. Therefore, new
feature subsets are generated and for a population of Np features, Np feature subsets
is generated. The ultimate goal is to find the best feature subset that maximises the
class distinguishability.

The training error of K-NN classifier was used as the fitness function of the BPSO
algorithm and the model was trained to minimise this fitness function. The parameter
setting for K-NN was such that the number of neighbours was two and 2-fold cross-
validation (CV) was used for data partitioning. The 2-fold CV divided the training
sample into two equal subsets, among which one was used for training the model.
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The training accuracy of K-NN, Ai , was obtained and by using that the fitness of i th
particle was defined as follows:

f i ti = 1 − Ai (3)

The training error was evaluated in each iteration and the personal best, Pbest
and the global best, Gbest were updated.

In the present work, to select the most desired features from the features pool (90),
BPSO was implemented. To measure the accuracy of the selected feature subset,
K-NN was applied. The BPSO was initialised with the following parameters:

• The initial population is the same as the particle size, i.e. 90 particles, where
particle size is the number of all features (as recommended by [14])

• ωmin = 0.4, ωmax = 0.9, vmin = −2, vmax = 2, c1 = 2, c2 = 2, r1 and r2 are
randomly generated between 0 and 1.

• Number of iterations, Ni = 200.

5.3 K-NN Modelling

In this study, the Euclidean distance metric was considered for the K-NN model and
the number of neighbours was two [15]. To avoid overfitting due to the large number
of samples (900), 50% holdout cross-validation (CV) [16] was used, meaning half of
the dataset was used for training the classifier and the other half was used for testing.
The computational platform used was MATLAB 2017b and the computation unit
used was Intel core i5, CPU 2.3 GHz, 4 GB RAM.

6 Results and Discussion

6.1 Implementation of K-NN on the Raw Feature Set Without
Feature Reduction

Firstly, K-NN was applied to the entire feature set without passing through any
feature reduction methods. The objective was to observe the performance of the
classifier without having the feature dimension reduced and later, this result was
used to compare the performance of the selected feature reductionmethods. From the
output of K-NN, the inner race fault and outer race fault conditions were completely
successful to be classified with around 5% error for both the baseline and ball fault
conditions. The overall testing accuracy of the classifier was 97.78%.
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6.2 Implementation of PCA

PCAwas applied to the entire feature set for feature reduction. Figure 3 was obtained
from the cumulative summation of the explained variance for the increasing number
of principal components. This helped to find the minimum number of the principal
components that should be considered for classification.

Based on Fig. 1, it can be observed that at 20 principal components, more than
95% of the feature set is covered. At 40, the variance is over 99% and at around 70,
the variance level reaches 100%.

Next, theK-NNwas applied to thefirst 40 principal components because it covered
almost all the variance. The effectiveness of these components on the classifier perfor-
mance was determined. The accuracy of every single component was stored and the
results in Fig. 2 were obtained. It was evident that there was a sharp increase in
accuracy until the first four principal components. The accuracy was 98% at only
four principal components and it reached 99.56% at 12 principal components. After
this point, there was not much change in the accuracy except for a slight variation.
Therefore, it is safe to assume that at 12 principal components, the classifier provides
the best accuracy.

Fig. 1 The rate of explained variance of individual principal components
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Fig. 2 Accuracy of K-NN using the different numbers of principal components

Fig. 3 Convergence curve
for the fitness function of
BPSO

6.3 Implementation of BPSO

By looking at the convergence curve of the proposed BPSO + K-NN based features
selection algorithm, the result can be analysed. In Fig. 3, the Y-axis and the X-axis
represents the number of iterations. It shows that around 55 generations, the algorithm
reaches the global best solution. This proves that an adequate number of iterations
is provided.
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Table 1 Comparison of test accuracy and classification time of different methods

Method No. of features Accuracy (%) Classification time (s)

Training Testing

K-NN 90 99.33 97.78 0.111

PCA & K-NN 12 100 99.56 0.076

BPSO & K-NN 35 99.78 97.11 0.086

After applying BPSO, the number of selected features was 35, which implied
that among the 90 initial features, the selected ones were the most efficient. These
selected features were used for classification using K-NN, where the parameters of
K-NN were the same for the entire feature set. The results will be discussed in the
next section.

In this part, the output accuracy of the K-NN classifier was listed with the
reduced feature subset of PCAandBPSO for comparison. In summary, three different
methodswere applied in the presentwork, i.e. (1) classificationwith no feature reduc-
tion, (2) classification with PCA, and (3) classification with BPSO. The following
table depicts the accuracy and computation time of the methods.

Based on Table 1, it can be observed that the K-NN method, while taking all the
features, requires the longest computation time. For PCA, with only 12 principal
components, the highest accuracy of training and testing is obtained. The training
accuracy is 100% for PCA, whereas the testing accuracy is 1.78% higher than the
one with no feature reduction. Therefore, the number of dimensions is reduced from
90 to only 12 with less computation time using PCA. This result suggests that the
feature subset obtained by PCA is more effective for classification than using the
entire feature set.

For BPSO, the 35 features subset provided accuracy close to the accuracy of that
of the entire features with a significant reduction of computation time. The testing
accuracy of theBPSOwas only 0.67% less than the performance of theK-NNwith no
feature reduction.Not only the featureswere significantly reduced but also it provided
better training accuracy. The possible explanation for the reduction of testing accu-
racy is, unlike PCA, BPSO does not transfer the features by projecting them onto
a set of orthogonal axes. Instead, it chooses the most dominant features using a
metaheuristic algorithm, which includes the stochastic elements. Although being the
least significant, the unselected features carry some information that contributes to the
classification. However, for its significant reduction in dimension and computational
time, a slight reduction of accuracy might be considered.

7 Conclusion

In this paper, IMFs from EMD were used to obtain different statistical features. The
IMFs provide many details of vibration signals, thus producing sufficient features.
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The proposed two feature reduction methods, i.e. PCA and BPSO proved to be effec-
tive in terms of reducing features, improving accuracy, and deducting computational
time. The threshold accuracy of the K-NN classifier was obtained using only 12
principal components from 90 features. PCA seemed to do well comparatively in
terms of the number of reduced features and classification accuracy. The number of
selected features using BPSOwas 35, which proved to be adequate for classification.
Although BPSO successfully reduced the number of features and classification time,
its testing accuracy was slightly less. This leaves the scope for improving BPSO by
modifying its parameters. In the future, the authors wish to use different fitness func-
tions with more suitable initialisation parameters. The results in this study justified
the importance of PCA and BPSO as effective feature reduction methods.
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