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Abstract: Knowledge management in a structured system is a complicated task that requires common,
standardized methods that are acceptable to all actors in a system. Ontology, in this regard, is a
primary element and plays a central role in knowledge management, interoperability between
various departments, and better decision making. The ontology construction for structured systems
comprises logical and structural complications. Researchers have already proposed a variety of
domain ontology construction schemes. However, these schemes do not involve some important
phases of ontology construction that make ontologies more collaborative. Furthermore, these schemes
do not provide details of the activities and methods involved in the construction of an ontology,
which may cause difficulty in implementing the ontology. The major objectives of this research were
to provide a comparison between some existing ontology construction schemes and to propose an
enhanced ecological and confined domain ontology construction (EC-DOC) scheme for structured
knowledge management. The proposed scheme introduces five important phases to construct an
ontology, with a major focus on the conceptualizing and clustering of domain concepts. In the
conceptualization phase, a glossary of domain-related concepts and their properties is maintained,
and a Fuzzy C-Mean soft clustering mechanism is used to form the clusters of these concepts. In
addition, the localization of concepts is instantly performed after the conceptualization phase, and a
translation file of localized concepts is created. The EC-DOC scheme can provide accurate concepts
regarding the terms for a specific domain, and these concepts can be made available in a preferred
local language.

Keywords: concept clustering; domain ontology; knowledge mining; ontology construction; ontology
localization; structured knowledge management; computational intelligence

1. Introduction

The current era is the age of information technology and the implementation of new
and advanced ideas in organizations; therefore, the large and varied amount of implicit,
explicit, structured, and unstructured knowledge is increasing every day. Various knowl-
edge management techniques have been introduced to effectively collect and manage such
complex and varied knowledge. Typically, a knowledge management system is developed
as a framework based on computational intelligence and used to share intellectual informa-
tion. Recent research has shown that various companies and businesses invest funds to
implement knowledge management systems to increase the efficiency of their organization
operations or processes [1].

A structured knowledge management system involves multidisciplinary groups of
users who resolve common issues at the domain level [2,3]. In this system, a domain pro-
vides well-organized knowledge for the management of and robust coordination between
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various autonomous departments. Typical examples of structured knowledge manage-
ment are waste management systems, postal codes, the Semantic Web, flood management
systems, map preparation, the Olympic Games, and geographic information management
systems. Recently, research on these systems has focused on the integration of ontologies
in knowledge management. However, the conceptualization and integration of ontologies
should be based on organizational facts [4]. Ontology-supported knowledge systems en-
able a system and user to exchange knowledge-based information with each other due to
the common knowledge of a specific field or domain.

Ontology is the most essential and primary component of knowledge-based applica-
tions. Ontologies are required in knowledge-based systems to serve as domain descriptions
(i.e., formal models) that are machine-understandable. Knowledge management systems
depend on ontologies to transform data into a machine-readable form to ensure reliable
performance. Various ontologies have been introduced for general use, e.g., WordNet
and Cyc [5], but most applications need ontologies related to some specific domains to
define the relevant concepts and relations. As organizational knowledge is distributed
in nature, knowledge-based systems need to integrate knowledge from different sources.
This integration can only be achieved through the use of ontologies [6]. However, finding
ontologies for this purpose is a big problem [1].

Ontology construction has been an important research domain in recent years [7–12].
Governments and industries have adopted ontology-based knowledge management sys-
tems and developed innovative applications in the deployment of semantic technology. A
variety of ontology construction schemes have been presented by various scholars [13–28].
Studies of ontology construction schemes have mostly discussed the conceptualization,
evaluation, domain analysis, implementation, and instantiation aspects (including do-
main ontology), but few of them have provided details about the adopted schemes [29].
Therefore, it is difficult to understand the schemes for the construction of ontologies for
specific domains despite the need for well-designed schemes to perform the complex,
time-consuming, and tedious task of ontology construction. An ontology construction
method must comprise a detailed and clear discussion of the methodology, processes in-
volved, and guidelines for the developers [30]. In this research, a scheme for ecological and
confined domain ontology construction (EC-DOC) in structured knowledge management
is proposed based on the ontology construction schemes of [6,31,32]. The proposed scheme
provides a general structure for domain ontology construction that can be implemented
in the development of any domain ontology-based structured knowledge management
system. The main contributions of this research are as follows:

• The EC-DOC scheme provides support for the most important aspects of ontology
construction including domain analysis, conceptualization, reusability, integration,
and localization.

• The EC-DOC scheme introduces conceptualization and a Fuzzy C-Mean soft clustering
mechanism. The conceptualization involves the identification of domain-relevant
concepts, which are clustered via the Fuzzy C-Mean clustering technique.

• The scheme utilizes the concept of localization, i.e., localized concepts are extracted
according to the clusters formed for key terms or concepts.

• The proposed scheme simplifies the implementation of activities regarding ontology
construction in structured knowledge management.

The remaining sections of the research paper are arranged as follows. A summarized
analysis of related work is presented in the literature review. The proposed EC-DOC scheme
is discussed in detail in the methodology section. A detailed discussion of the proposed
methodology is provided in the discussion section. The conclusion of this research is
provided in the final section.
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2. Literature Review
2.1. Background Work

The primary functionality of structured knowledge management is to share domain
knowledge within an organization [32]. Furthermore, an ontology-based knowledge
management system must have clear items that are stored in a knowledge base in various
formats to enable the convenient reuse and localization of knowledge. This system can
be divided into three stages: (1) knowledge mining, (2) knowledge representation, and
(3) knowledge connection. The central idea of the whole process is to store knowledge in
the ontology format. An ontology-based knowledge management system is represented
in Figure 1.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 3 of 21 
 

2. Literature Review 
2.1. Background Work 

The primary functionality of structured knowledge management is to share domain 
knowledge within an organization [32]. Furthermore, an ontology-based knowledge man-
agement system must have clear items that are stored in a knowledge base in various 
formats to enable the convenient reuse and localization of knowledge. This system can be 
divided into three stages: (1) knowledge mining, (2) knowledge representation, and (3) 
knowledge connection. The central idea of the whole process is to store knowledge in the 
ontology format. An ontology-based knowledge management system is represented in 
Figure 1. 

 
Figure 1. Ontology-based structured knowledge management system. 

2.1.1. Knowledge Mining 
The phase of knowledge mining or knowledge acquisition is considered the most 

significant part of a structured knowledge management system. In the knowledge mining 
phase, all the essential knowledge (unstructured and semi-structured information) is con-
verted into structured information. This phase enables the sorting and placement of 
knowledge sources including documents, web, applications, databases, forums, and user 
feedback into a structured knowledge base. In this regard, the process of knowledge min-
ing is the process of knowledge creation, not knowledge transformation or conversion. 

2.1.2. Knowledge Representation 
An ontology consists of classified concepts and relations related to domain 

knowledge [33]. In the knowledge representation phase, metadata are retrieved from the 
acquired knowledge sources, and knowledge objects are marked in terms of the domain 

Figure 1. Ontology-based structured knowledge management system.

2.1.1. Knowledge Mining

The phase of knowledge mining or knowledge acquisition is considered the most
significant part of a structured knowledge management system. In the knowledge mining
phase, all the essential knowledge (unstructured and semi-structured information) is
converted into structured information. This phase enables the sorting and placement of
knowledge sources including documents, web, applications, databases, forums, and user
feedback into a structured knowledge base. In this regard, the process of knowledge mining
is the process of knowledge creation, not knowledge transformation or conversion.

2.1.2. Knowledge Representation

An ontology consists of classified concepts and relations related to domain knowl-
edge [33]. In the knowledge representation phase, metadata are retrieved from the acquired
knowledge sources, and knowledge objects are marked in terms of the domain ontology.
The marked objects can also be stored in the local language or in multiple languages. The
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marked objects are placed in the knowledge base, which is promptly used for the effective
search of knowledge objects.

There are variety of tools and techniques used for knowledge mining, but knowledge
representation is a key consideration for all of them. A knowledge representation scheme
must be selected to obtained a well-established description of a domain [14–16].

A. Decision Trees (Semantic Nets)

When using decision trees, knowledge is represented in graphs or hierarchical for-
mats [34]. In such graphs, concepts are represented by nodes or vertices and the relations
between these nodes (concepts) are represented by edges or lines.

B. Conditional Rules (Symbolic Rules)

IF–THEN conditional rules can be applied to represent domain knowledge. One or
more logical operators such as “AND”, “OR”, and “NOT” are used to connect conditions
in this type of technique [34].

C. Fuzzy Logic (Fuzzy Rules)

Fuzzy types of logic or rules can well-represent vague concepts in terms of “high”
or “low”. Fuzzy logic sets membership criteria by using a membership function in a
range from 0.0 to 1.0, where these values represent absolutely false or absolutely true,
respectively [35].

D. Case Based (4Rs Strategy)

Case-based techniques maintain the history of previous cases and their respective
solutions. They can be used to find and implement a previous solution to solve similar
cases, which they achieve through the implementation of the “retrieve”, “reuse”, “revise”,
and “retain” strategy [36].

E. Neural Networks (Connectionist)

The unique neural network approach consists of various processing units known
as neurons connected to each other. These can efficiently produce conclusions, and this
inference depends on numerical computations. A major drawback of neural networks is
that they lack a natural representation of knowledge. Therefore, the knowledge produced
by neural networks is not always comprehensible [37].

The merge or integration of two or more schemes can also solve domain knowledge
representation problems in structured knowledge management. The authors of [17,31]
argued that the best scheme (compared with single or integrated approaches) is one that
satisfies the user requirements for a knowledge management system.

2.1.3. Knowledge Connection

In the knowledge connection phase, the knowledge is regulated, added, updated,
edited, and saved by the managers of the knowledge base. This enables a system to com-
petently and dynamically participate in confined usage and maintenance. Thus, users are
able to find related data in different ways according to their requirements and preferences.

2.2. Related Work

An ontology construction scheme provides a developer’s guidelines, processes, and
techniques for ontology construction [38]. A variety of ontology construction schemes have
been proposed in the literature [14,17–20,30,39,40]. It is important to notice that different
authors have adapted domain ontology construction methodologies in different ways;
therefore, there is no common or universal methodology for ontology construction [21].
Furthermore, different ontology construction methodologies focus on different aspects of
domains in the process of ontology construction. For instance, some focus on the scope of
the ontology and the analysis of the domain, while others focus on the validation of the
ontology. In addition, we cannot find details regarding the performed activities and design
descriptions for the ontology construction methodologies presented in the literature.
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In a later section, we provide a comparative analysis of various ontology construc-
tion techniques regarding different criteria. The evaluation criteria were set following the
observation of ontology construction trends in previous studies, and they cover various
aspects of methodologies for the construction of domain ontologies. The criteria used for
the comparison consisted of some coarse-grained level aspects and some fine-grained level
aspects of ontology. The coarse-grained level includes reusability, localization, method-
ology roots, and integration. The fine-grained level includes technical aspects such as
domain analysis, the availability of details, conceptualization, implementation, evaluation,
maintenance, and documentation. The evaluation was carefully performed and prepared
following an in-depth analysis of domain ontology construction methodologies. This study
will obviously help researchers understand various ontology construction techniques and
select the most suitable mechanism for the design of a chosen domain ontology.

A comprehensive comparison of some existing ontology construction schemes according
to the decision criteria is given in Table 1, and the description of each criterion is as follows.

Table 1. A comparative study of domain ontology construction schemes.

Reference
Criteria

A B C D E F G H I J K L

Ahmad et al. [13] � × � × � � � × � × × ×
Fawei et al. [14] × × × × � � � � � × × ×
John et al. [15] × × × × � � � × � × × ×
Li and S. Alian [16] × × × × � � � � � × × ×
Abdelghany et al. [18] × × × � � � � � � � � ×
Alsanad et al. [19] × × × × � � � � � × × ×
Jacksi et al. [20] × × × × � � � � × × × ×
Yunianta et al. [21] × × × � � � � � � × � ×
Trokanas et al. [23] � × × � � � � � � × × ×
Zhang et al. [24] × × × × � � � � � × × ×
Shaharin et al. [25] � × × � � � � � � � × ×
Missikoff et al. [26] � × × � � � � � � � � ×
Dutta et al. [27] × × × × � � � × � × × ×
Bautista et al. [28] × � × × � � � � × × × ×
Sattar et al. [31] � � � � � � � � � � � ×
Figueroa et al. [40] � � × � � � � � � � � ×
EC-DOC � � � � � � � � � � � �

A. Ontology Reuse

When an ontology is too dependent on application, it can become costly to reuse.
Upper-level ontology utilization helps to reduce ontology reuse costs by applying a com-
mon structure in domain ontologies.

B. Localization

Another aspect of ontology construction is ontology localization, which is the process
of adapting an ontology into a local language. Here, considered whether the ontology
construction approaches supported ontology localization.

C. Methodology Roots

We also analyzed whether the ontology construction approaches were developed
on the basis of well-designed existing methodologies, as a domain ontology construc-
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tion approach based on an existing method requires special attention for use in different
applications of ontology representation semantics.

D. Integration

Integrating knowledge from multiple ontologies is a complex task. Ontology integra-
tion is reliant on the integration different ontologies with some similar representational
aspects. The effectiveness of the integration of ontologies is computed in the form of
accuracy and recall measures.

E. Domain Analysis

Domain analysis is a significant aspect of ontology construction during which the
requirement of resources and the absence of domain-related guidance in the knowledge
acquisition phase are studied. Domain analysis grows more complicated when knowledge
from different fields is integrated.

F. Availability of Details

The availability of details regarding the technique and applied methodology in the de-
sign and construction of an ontology is also another aspect worth studying. With no details,
it is difficult for future researchers to follow a methodology for ontology construction.

G. Conceptualization

This study was focused on whether a studied methodology implements or includes
any conceptualization process in knowledge mining.

H. Implementation

The application of the conceptual methodology of an ontology requires a language for
the representation of concepts.

I. Evaluation

The accurate and appropriate understanding of an ontology is the primary goal of
ontology evaluation.

J. Maintenance

The evolution of an ontology is a continuous problem that must be addressed by
ontology construction techniques. Changing an ontology is also a complex task that
requires constant maintenance to ensure the reliability of its domain.

K. Documentation

In the context of maintenance, the methodology provided for domain ontology con-
struction should be appropriately documented. The documentation of ontology construc-
tion aids the understanding, usability, reusability, and revisions of an ontology.

L. Concept Clustering

Concept clustering is a technique used to divide the concepts identified during the
conceptualization phase into groups related to some key terms. This can be adapted to
increase the accuracy of finding relevant concepts regarding key terms.

During the study of the literature, we found that most authors of schemes provided
analyses of their domain, conceptualization, implementation, and evaluation along with a
domain ontology example. However, most the considered studies did not provide detailed
descriptions of their techniques, which could lead to problems in the design of other
domain ontologies. However, the authors of some schemes did provide sufficient specific
details [13–16,31].

The study of the literature also showed that most schemes did not support mainte-
nance, reusability, documentation, integration, and localization. Maintenance is mandatory
because changes in ontologies are sometimes required. Some researchers, such as those
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of [16,17,24,25,31], discussed maintenance support availability. Documentation is impor-
tant because it aids the understanding of an ontology, and documentation was provided
in [13,16,21,27,30,41].

The construction of an ontology is a difficult task. In this regard, the reusability
of previously developed ontologies is recommended. A few schemes, including those
of [24,25,30], provided evidence in support for ontology reuse. Translating ontologies
into different languages (such as English, Urdu, Hindi, Malay, French and German) is
a key part of localization support. Only two schemes [27,31] found during the study
of the literature provided information on ontology localization. The scheme presented
in [30,31] provided information about its root methodology, Design Science Research
(DSR). The operative goal of an ontology-based knowledge management system in a
distributed processing environment is to improve the performance and the effectiveness of
computational intelligence [42]. A major requirement of knowledge management systems
is that they provide a reliable service of relevant and accurate data retrieval and availability
through the implementation of various techniques and algorithms regarding computational
intelligence [33,43].

3. Methodology

The objective of the domain ontology construction methodology proposed in this
research is to adapt the most preeminent practices that have already been introduced in
the study of ontology construction. In the design and development of this methodology,
the tasks were classified into various phases regarding cluster-based ecological and con-
fined domain ontology construction in structured knowledge management. These phases
are as follows: (1) Pre-conceptualization: this phase comprises activities that must be
performed before the identification of terms for the construction of a domain ontology;
(2) Conceptualization: this phase involves the identification of terms and/or concepts from
a data source; (3) Pre-processing: in this phase, numerical values are computed for the
textual terms/concepts available in the dataset; (4) Concept clustering: the aim of this
phase is to cluster the instances and concepts through numerical values that were already
computed in the pre-processing phase; and (5) Post-conceptualization: this phase consists
of activities such as localization, verification, implementation, integration, evaluation and
documentation. This ontology construction scheme comprises a combination of mecha-
nisms, namely, adapted ontology development methodology [31], concept clustering, and
concept extraction mechanisms (see Section 3.3). The proposed scheme is illustrated in
Figure 2. A detailed description of the phases and activities involved in the proposed
scheme is discussed below.



Appl. Sci. 2023, 13, 32 8 of 20Appl. Sci. 2022, 12, x FOR PEER REVIEW 8 of 21 
 

 
Figure 2. Phases in the proposed EC-DOC. 

3.1. Phase 1: Pre-Conceptualization 
The tasks involved in the first phase of pre-conceptualization must be performed be-

fore the startup of actions proposed in this article of domain ontology construction. These 
tasks are as follows. 

3.1.1. Demarcation 
A Requirement Specification Document for Domain Ontology Construction (RSD-

DOC) is created in this phase. In this document, details on the objective, scope, implemen-
tation language, users, use, functional, and non-functional requirements that the ontology 
will satisfy are provided [31,44,45]. Ontology requirements that are content-centric are 
known as functional requirements. The general characteristics of an ontology that are not 
relevant to the ontology’s contents fall into the category of non-functional requirements. 
Tools such as WebProtege, naming conventions, and the semantic representation lan-
guage used for ontology construction are some examples of non-functional requirements. 
A major technique used for RSD-DOC construction is the answering of competency ques-
tions. An RSD-DOC provides an agreement between the owners of an ontology, engi-
neers, domain experts, and users, and some competency questions aid the finding of func-
tional requirements. An example RSD-DOC is shown in Table 2, which also lists a set of 
general competency questions according to related domains. 

3.1.2. Identification of Tools and Techniques 
The designers, translators, and developers of both ontologies and applications are 

responsible for performing the identification of tools and techniques after defining a do-
main ontology. In this phase, related and compatible modern tools for ontology construc-
tion are selected, and the latest application techniques are identified for knowledge cap-
ture.  

Figure 2. Phases in the proposed EC-DOC.

3.1. Phase 1: Pre-Conceptualization

The tasks involved in the first phase of pre-conceptualization must be performed
before the startup of actions proposed in this article of domain ontology construction.
These tasks are as follows.

3.1.1. Demarcation

A Requirement Specification Document for Domain Ontology Construction (RSD-
DOC) is created in this phase. In this document, details on the objective, scope, implemen-
tation language, users, use, functional, and non-functional requirements that the ontology
will satisfy are provided [31,44,45]. Ontology requirements that are content-centric are
known as functional requirements. The general characteristics of an ontology that are not
relevant to the ontology’s contents fall into the category of non-functional requirements.
Tools such as WebProtege, naming conventions, and the semantic representation language
used for ontology construction are some examples of non-functional requirements. A
major technique used for RSD-DOC construction is the answering of competency ques-
tions. An RSD-DOC provides an agreement between the owners of an ontology, engineers,
domain experts, and users, and some competency questions aid the finding of functional
requirements. An example RSD-DOC is shown in Table 2, which also lists a set of general
competency questions according to related domains.

Table 2. A set of some general competency questions.

Requirement Specification Description

Objective

Sharing knowledge and providing facilities for
knowledge management in the main domain
and its sub-domains are the major objectives of
domain ontology.
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Table 2. Cont.

Requirement Specification Description

Scope
The implementation of the domain ontology in
major domains and their sub-domains is
the scope.

Language for Domain
Ontology Implementation

Any language used for semantic web or OWL
can be used for the implementation of the
domain ontology.

Functional and Non-Functional Requirements

Functional Requirements
The domain ontology must satisfy some
questions starting from ‘How to . . . ?’

Non-functional Requirements
Multilingual facility/support must present in
the system
International standards are mandatory to meet
for the domain ontology

Uses Keeping records of activities
Maintaining the history

3.1.2. Identification of Tools and Techniques

The designers, translators, and developers of both ontologies and applications are
responsible for performing the identification of tools and techniques after defining a domain
ontology. In this phase, related and compatible modern tools for ontology construction are
selected, and the latest application techniques are identified for knowledge capture.

The tools used for browsing, inspecting, coding and editing ontologies are called
Ontology Construction Tools (OCTs) or Ontology Development Editors (ODEs). Some
examples are SWOOP, IsaViz, WebProtege and Apollo [46]. WebProtege can also be used
for the validation and verification of domain ontologies [47]. Some popular examples of
ontology representation languages are the Knowledge Interchange Format (KIF), Agent
Markup Language (AML) of DARPA, Web Ontology Language (OWL) and Resource
Description Framework (RDF) [31,48].

3.1.3. Resource Identification

In the resource identification phase, the required resources for the construction of
a domain ontology are identified; this is the responsibility of ontology designers and
domain experts following the identification of knowledge sources. These resources are
not necessarily useful in their already existing form, but they can be re-engineered or
modified according to one’s current needs. Resource selection should be performed after
the verification, assessment, and comparison of ontology contents to decide the suitability
of the considered resources.

3.2. Phase 2: Conceptualization

After the pre-conceptualization phase, the conceptualization phase is completed. The
activities of this phase include knowledge acquisition and concept localization.

3.2.1. Knowledge Acquisition

Knowledge acquisition is performed by ontology designers and domain experts fol-
lowing knowledge source identification, during which non-ontological and ontological
resources related to a specific domain are identified. In the knowledge acquisition phase,
domain-related concepts and properties are defined and an ultimate lexicon of concepts
and the properties of those concepts is created. The newly created glossary provides rich
descriptions of domain-related concepts. An example glossary of some general concepts
that can be replaced with specific domain-related concepts is provided in Table 3.
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Table 3. A sample glossary containing some general concepts.

Concept Description of the Concept

Country A territory occupied by a nation having its own government.

State A politically organized society under a government.

District A zone with particular characteristics

Location A particular place.

Feedback Information about reactions.

Trip A journey.

Firm A business organization.

Contract A written or spoken agreement.

Vehicle A machine used for transportation.

Driver A person who drives a vehicle.

Owner A person who owns a property.

Waste Any garbage.

Supervisor A person who supervises an activity.

House A building used for residence.

Property An asset belonging to someone.

3.2.2. Localization

The availability of high-quality web contents in local languages is a reason for the
success of the Semantic Web. A statistical analysis of internet users by language is provided
by Internet World Stats (IW Statistics) [49], and Figure 3 illustrates this statistical analysis
as a bar graph.
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In this regard, the translation of a domain ontology into multiple local languages is a
good practice known as localization [16]. The translators of ontologies and domain experts
perform the localization of ontology concepts during or after the conceptualization process.
One task performed in domain ontology localization is the creation of a file containing
translations of all concepts, as well as their properties and relationships. In this regard, a
translation file is separately created for each local language.

One example of localization is the translation of the concept of “Country” into lan-
guages such as Arabic, Urdu, Malay, and Chinese [50]. Translations of this concept into
these languages are illustrated in the diagram provided in Figure 4, and a sample transla-
tion file for a local language (Malay) is shown in Table 4. Any translation editor such as
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POEDIT can be used for translation purposes. However, the process also requires some
additional algorithms, implementation languages, and file structures for the manipulation
and integration of translation files.
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3.3. Phase 3: Pre-Processing

A major problem faced by the development of natural language processing (NLP)
models is the conversion of terms in textual data into numerical weights. The correlation
of concepts is necessary for the implementation of such NLP models, including sematic
information retrieval models and domain ontology construction methodologies. This
task must be performed in the pre-processing phase because the models developed for
machine learning and deep learning are not able to directly process text data, and efficient
techniques are needed to convert textual data into numerical data. Term frequency and
inverse document frequency (TFIDF) is one intelligent method that can be used to convert
textual terms into numerical weights [51,52] and to calculate the significance of terms in a
single document. TFIDF comprises three measures, as described below.

Table 4. A sample translation file (Malay language).

Source Concept (English) Localized Concept (Malay)

Country Negara

Vehicle Kenderaan

Trip Perjalanan

Owner Pemilik

House Rumah

3.3.1. Term Frequency (TF)

The term frequency measure is the computation of the frequency of term occurrences
in a document. A mathematical representation of TF is shown in Equation (1).

TFij =
Total

(
tioccurences in dj

)
Total

(
terms in dj

) , (1)
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3.3.2. Inverse Document Frequency (IDF)

Inverse document frequency is the binary log of the fraction of the total documents
in a repository and the total amount of documents possessing the term. Equation (2) is
the general mathematical representation of IDF, where N represents the total number of
documents in a corpus.

IDFij = log2

(
N

Total
(
dj with ti

))+ 1, (2)

3.3.3. Term Frequency and Inverse Document Frequency (TFIDF)

The combined weights of key terms can be calculated by multiplying the two already
computed frequencies of TF and IDF. Equation (3) can be used to individually calculate the
combined weights of key terms.

(TFIDF)ij = (TFij × IDFij), (3)

It has already been discussed that machine learning and deep learning algorithms are
unable to directly deal with textual data, so it is necessary to understand the mechanism of
TFIDF to comprehend these algorithms developed for machine learning tasks. The task
of assigning numerical values to any textual term is performed through the computation
of TFIDF, and the numerical values computed through TFIDF support the formation of
clusters of relevant documents after the indexing of terms or concepts and documents.

3.3.4. Domain Concept Extraction

Concept extraction is a major task in domain ontology construction. It is necessary to
extract domain-related concepts from terms with TFIDF values. There are various domain
concept extraction methods in the field of domain ontology construction. In the recent age
of semantic information retrieval, semantic similarity-based manual or automatic filtering
techniques are gaining popularity in the research community of domain extraction [53].
In this phase, domain experts perform the task of concept selection. Initially, a glossary is
created, and that glossary is managed according to the relevant requirements. This initial
glossary is created from a domain-related corpus, and the initial glossary is used as a
customized dictionary [45]. The candidate domain concepts or key terms are selected from
the domain-related literature. The most frequent terms are selected to calculate the DRC
(Degree of Domain Relation) of a candidate concept, as described in Equation (4):

DRC =
fc

F
, (4)

where fc represents the frequency of a candidate concept in the domain-related documents
in a cluster and F represents the total number of domain concepts. If the calculated DRC of
the concept is higher than any threshold value, then specific documents are selected, and
the related concepts are extracted according to the DRC. These extracted concepts are then
added to the ontology of that domain.

3.4. Phase 4: Concept Clustering

The purpose of the concept clustering phase is to cluster the concepts extracted from
documents on the base of their numerical weights calculated through TF-IDF. The terms
with the highest weights are selected as important terms for the clustering of concepts [54].
Here, a widely used and popular Fuzzy C-Mean soft clustering algorithm was considered
for the formation of clusters, as Fuzzy C-Mean is used in most cluster-based semantic
information retrieval systems. This clustering algorithm is used in a large variety of
schemes to study the impact of parameter values on performance, dual expression-based
fuzzy clustering, image clustering, membership scaling, pattern recognition with objective
functions, and other data analysis techniques [54–61]. Fuzzy C-Mean is used in different
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cluster-based sematic information retrieval systems, data analysis methodologies, and
cluster formation problems because of its flexibility, strengths, and significant impact on
the effectiveness and efficiency of textual document, textual term, and concept clustering.

The Fuzzy C-Mean algorithm was first introduced in [62], where it was an enhanced
version of an already proposed clustering technique. The Fuzzy C-Mean algorithm repre-
sented in Figure 5 has the ability to form clusters of data values represented in multidimen-
sional space [51].
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The computation of a membership degree of between 0 and 1 is the major benefit of
this soft clustering mechanism. Another of its advantages is that a single data value can be
the member of various clusters. This flexibility is provided through the minimization of
the objective function, as provided in Equation (5):

Jm = ∑N
i=1 ∑C

j=1 um
ij ‖ xi − cj ‖2, 1 ≤ m < ∞, (5)

where m represents the fuzzy exponent variable value that is always greater than 1, uij rep-
resents the membership degree of concept xi in jth cluster, and cj represents the cluster
centroid. The calculation of the similarity distance between a concept and the centroid is
represented with ∗ in the equation.

In fuzzy partitioning, the objective function is an important task that is achieved by
updating the centroid of cluster cj and the degree of membership uij through an optimal
number of iterations. A mathematical representation of the membership degree calculation
is given in Equation (6).

uij =
1

∑C
k=1

[ ‖xi−Cj‖
‖xi−Ck‖

] 2
m−1

, (6)

The calculation of Cj is depicted in Equation (7):

Cj =
∑N

i=1 um
ij .xi

∑N
i=1 um

ij
, (7)
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where N represents the total number of concepts in a cluster. This procedure is continuously
and iteratively performed until the condition expressed in the following mathematical
expression (8) is met:

maxij{‖ U(k+1) −U(k) ‖} < E , (8)

where k represents the iteration count, U is the centroid of each iteration, and E is the exit
state between 0 and 1.

The sequence of operations performed in concept clustering is represented in Figure 6,
which shows a flow chart of the Fuzzy C-Mean algorithm. The procedure starts after textual
concepts are converted into numerical values, and various stages are involved. The number
of clusters are decided on the basis of key concepts. The degree of the membership value of
each key concept is first calculated as the distance between the centroids of each cluster
and other concepts. Then, clusters are formed based on the measured distance. From the
newly formed clusters, a new centroid is computed to include more relevant concepts. The
process of computing a new centroid for each cluster and adding more relevant concepts is
continued until new centroids are computed. After the completing the concept clustering
procedure, further phases such as concept extraction and ontology construction are enacted.
Because we use the soft clustering mechanism in this proposed model, a concept can be a
member of more than one cluster.

Regarding overlapping clustering, popularly known as the combination of soft clus-
tering and hard clustering, it is worth considering that in a soft clustering mechanism
such as the Fuzzy C-Mean algorithm, data values or concepts can be members of multiple
clusters depending on membership degree values while in a hard clustering mechanism,
the typical K-Mean method is not suitable for the semantic clustering of concepts. For
example, when clustering a dataset containing information on movies, one movie may
belong to many genres. As an example, an action movie may also fit the historical and
romantic genres [63]. Similarly, a concept may be related to multiple key concepts or terms.
Accordingly, it is more optimal to use a Fuzzy C-Mean clustering mechanism than a hard
clustering mechanism for such problems.

3.5. Phase 5: Post-Conceptualization

The clarification of concepts relevant to a specific domain is an important factor
in ontology construction. The process of conceptualization plays a central role in the
proposed scheme, and this task is performed at various stages. Like pre-conceptualization
and conceptualization, post-conceptualization is a phase that includes activities such
as validation, maintenance, and documentation. Each of these activities has their own
importance at their level of operation. These activities are separately discussed in detail in
the following sub-sections.

3.5.1. Validation

The validation process is used to ensure that an accurate and precise domain ontology
is created [31,64]. In this phase, an RSD-DOC is validated by practically implementing
or examining the domain ontology. If the RSD-DOC does not fulfill the requirements
of its owner and the users of the ontology, then the domain ontology must be revised.
Different approaches can be adopted to validate a domain ontology’s specifications. These
approaches include questionnaires, feedback recording, and interviews from the users
and owners of the domain ontology. However, it is recommended that the validation
process be conducted after completing the domain ontology construction process [65].
Furthermore, an ontology-based structured knowledge management application may assist
in the validation of a domain ontology during its development process [66].
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3.5.2. Maintenance

A developed domain ontology may have some errors or some missing domain knowl-
edge. This missing knowledge is incorporated in the maintenance phase. The appropriate
versioning of a domain ontology is maintained, and updated versions of the domain ontol-
ogy are developed. Modifications of previous requirements or the implementation of new
requirements are enacted in these updates.

3.5.3. Documentation

Technical writers, ontology designers, and domain experts are responsible for the
documentation phase, during which all ontology construction activities are documented.
These activities should be well-documented and -described [67]. The documentation of ac-
tivities aids the understanding, usability, reusability and revision of a domain ontology, and
ontology documents consist of ontology contents that are human-readable, documentation
metadata that are machine-readable, and web-based versions of the documentation [68,69].
The documentation should also include detailed descriptions of all relevant statements
regarding the ontology, purpose, modeling criteria, reusability, and base theories [69,70].
This documentation provides detailed information about the domain ontology construc-
tion process.

4. Implementation

The translation or transformation of a designed ontology’s formal model into a formal
language such as RDF, OWL and LINGO is performed in this phase. There are many
reasons, mainly computations and machine-readability, for the transformation of the speci-
fications of a domain ontology into the formal specifications of a domain ontology. Some
automated tools such as WebProtege are very supportive for the transformation of a formal
ontological model into a formal ontology language [31,66]. Importantly, the formal lan-
guage should be selected based on the established scope and purpose, and the selection
should be performed by the ontology developers. In some cases, the selected semantic
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formal language is does not meet the requirements for the formal design of a model; here,
the ontology developers are responsible for changing the sematic formal language selection.
In the proposed ontology construction methodology, we strongly suggest translating the de-
signed domain ontology formal model into OWL because it provides strong representation
for groupings and relationships between things.

Ontologies are used to represent the relationship between concepts in any complex
domain. Regarding the implementation of this proposed scheme, the authors intent to
implement it in the agriculture domain. As an example, a general representation of an
ontology in the agriculture domain based on the grouping of crops by season, variety, and
soil is provided in Figure 7.
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Various inter-related events can also be represented in this ontology. Details regarding
planting methodologies, climate change, and other environmental and harvesting factors
are also represented in the graph shown in Figure 7.

5. Evaluation

The evaluation process of a domain ontology construction methodology needs special
attention because it plays a critical role in the implementation of ontology-based structured
knowledge management systems. Various strategies can be used for evaluation, including
run time evaluation, collection-based evaluation, and search-based evaluation, and each
strategy has its own advantages and disadvantages [71]. Ontology designers and develop-
ers, domain experts, and application developers perform evaluations and are responsible
for adapting an evaluation strategy that best suits each specific case. In this evaluation
process, the quality of a domain ontology is technically verified [44].

The verification of the quality and correctness of a domain ontology is the major
objective of this phase. Other objectives of domain ontology evaluation include: (1) to
cover each domain in the construction of a domain ontology; (2) to ensure a reliable
design structure and the construction or development of the domain ontology in terms of
quality; (3) to ensure that the developed ontology is suitable for ontology-based knowledge
management systems [72]; and (4) to score and rate the developed domain ontology with
help from other ontology designers who should be able to utilize this ontology domain
in their ontologies [73]. The evaluation of the developed domain ontology should be
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performed on the basis of some competency questions and the consistency, content, and
maintenance of the ontology [17].

6. Discussion

Most of the studied methodologies (discussed in the literature review section) for the
domain ontology construction of knowledge management systems provided analyses of
domain, conceptualization, implementation, and evaluation. However, most (with the
exceptions of [13–16]) did not provide detailed descriptions of the tasks, activities and
methodologies involved in the process of development. A lack of detailed descriptions can
lead to difficulties in adapting a methodology for the design of a domain ontology.

Most of the proposed methodologies were not found to support documentation,
maintenance, reusability, concept clustering, integration, or localization (see Table 1). The
methodologies analyzed and discussed in the literature review section were specifically
designed for specific domains.

The design and the development of the ontology of a specific domain has always been
a complex task. We also observed that most of the proposed methodologies were based on
many different schemes and did not allow for the satisfactory validation of results. Our
analysis highlights some gaps in the studied methodologies:

• None of the studied methodologies implemented the clustering of concepts in the
design and construction of their domain ontologies;

• According to a comparison based on criteria set for the maturity of an ontology (see
the literature review section), all of the methodologies were not completely mature;

• The studied domain ontology construction methodologies did not provide adequate
descriptions and details regarding the mechanisms, activities and tasks adapted in the
development of their ontologies;

• A few methodologies provided support for localization, reusability and re-engineering.

Many methodologies use conventional approaches to establish their ontology concept,
domain analysis, and integration. The implementation of the proposed methodology may
demonstrate a better use of RSD-DOC principles in the construction of domain ontologies,
which may provide help and support in minimizing the difficulties arising during ontology
construction activities such as conceptualization, collaboration between domain experts
and ontology engineers, the continuous analysis of a project’s position, the involvement of
domain experts in ontology construction, the emphasis of the most significant requirements,
and real-time response for knowledge transformation. Our proposed methodology also
aids the reusability of resources, conceptualization, localization, integration and merging
of ontologies, appropriate versioning, concept clustering, and availability of ontology
construction and root details.

7. Conclusions

A well-designed and well-organized methodology is needed for the construction of a
domain ontology in structured knowledge management because ontology construction is a
complex, time-consuming, and tedious job. In this research article, we propose a domain
ontology construction methodology that is rooted in OntoWM and automated ontology
construction for unstructured text document methodologies. An ontology-based structured
knowledge management system is introduced and discussed. A comparative analysis
of already proposed methodologies regarding domain ontology construction according
to criteria described in the literature review section is provided. The proposed EC-DOC
scheme provides an efficient and effective conceptualization mechanism for domains. A
major strength of this domain ontology methodology is its ability to cluster similar concepts
to increase the effectiveness of results. Another strength is that this methodology can be
applied to any domain, as other domain ontology construction methodologies are applied
to specific domains. This methodology also has the ability to customize an ontology through
various factors such as the domain of interest, ontology size, and ontology complexity. The
EC-DOC scheme can also support the approximation of human resources for ontology
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construction, the reusability of resources, localization, the integration and merging of
ontologies, and appropriate versioning control. Finally, a validation of the effectiveness
of the domain ontology scheme is presented. In future work, we recommend adopting
EC-DOC in the development of forthcoming ontology-based applications and domain
ontology construction methods in specific domains such as agriculture, education, tourism,
and biomedicine to evaluate its validation and effectiveness in terms of precision, recall
and F-measure, as well as to perform a detailed comparative analysis of the scheme with
other related schemes based on evaluation metrics. This analysis will provide detailed
discussions about the central algorithms used in various schemes.
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