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Abstract

This paper presents an overview of the effect of the activation functions on the training and

performance of artificial neural network modelling. An artificial neural network's activation

functions are mathematical formulas that are essential to its design. Activation functions are a

critical component of artificial neural networks since they impact the performance of the ANN

model to a considerable extent. It is a function that is utilized in order to obtain the output of the

node. In an artificial neural network, defining an activation function is critical, as it directly affects

the network's success rate. A concise summary of some of the most frequent activation functions

that are utilized in neural networks. Activation functions are defined, their properties are

compared, and their advantages and disadvantages are described in this paper. This review is

provided with the definitions, features, performance comparisons, merits and demerits and

applications of activation function in various areas. The activation function has an impact on the

development of ANN models. It is found that sigmoid, Tanh and ReLU are the most used

activation function and give better performance compared to others.
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