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a b s t r a c t 

Artificial Neural Network (ANN) is an effective machine learning technique for addressing regression tasks. 
Nonetheless, the performance of ANN is highly dependent on the values of its parameters, specifically the weight 
and bias. To improve its predictive generalization, it is crucial to optimize these parameters. In this study, the Bar- 
nacles Mating Optimizer (BMO) is employed as an optimization tool to automatically optimize these parameters. 
As a relatively new optimization algorithm, it has been shown to be effective in addressing various optimization 
problems. The proposed hybrid predictive model of BMO-ANN is tested on time series data of stock price using 
six selected inputs to predict the next day’ closing prices. Evaluated based on Mean Square Error (MSE) and Root 
Mean Square Error (RMSPE), the proposed BMO-ANN exhibits significant superiority over the other identified hy- 
brid algorithms. Additionally, the difference in means between BMO-ANN and other identified hybrid algorithms 
was found to be statistically significant, with a significance level of 0.05%. 
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. Introduction 

For decades, machine learning techniques have demonstrated their
uperiority in solving regression problems and producing better out-
uts than statistical techniques. This subfield of computer science in-
olves training models on historical data for use in prediction tasks
 Wang et al., 2020 ). Notable examples of machine learning techniques
nclude Artificial Neural Networks (ANN), which imitate the human
rain by using computational elements that simulate neurons and their
onnections ( Portillo Juan & Negro Valdecantos, 2022 ). Another exam-
le is Support Vector Machines (SVM), which were developed based on
tatistical learning theory ( Vapnik, 1995 ). Its variant, Least Squares Sup-
ort Vector Machines (LSSVM), requires fewer optimization parameters
ompared to the original version ( Suykens et al., 2002 ). The applica-
ions of machine learning techniques are widely spread across fields,
ncluding medical ( Lalmuanawma et al., 2020 ; Shahid et al., 2020 ;
grawal et al., 2022 ; Solayman et al., 2023 ), engineering ( Yan et al.,
022 ; Shen et al., 2022 ), finance ( Kara et al., 2011 ), smart homes
 Saxena & Varshney, 2021 ), cybersecurity ( Zhihua Cui et al., 2018 ),
nd many more. Machine learning techniques are capable of produc-
ng promising results due to their ability to capture the non-linear fea-
ures present in complex real-world datasets. These datasets are influ-
nced by various factors, resulting in non-linear features that require
ppropriate techniques for prediction. For instance, datasets such as
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rude oil prices are highly dependent on economic crises and politi-
al events ( Öztunç Kaymak & Kaymak, 2022 ), while stock prices exhibit
on-linearity and high volatility ( Liu et al., 2022 ). Additionally, Covid19
utbreak cases are influenced by various uncertainties ( Öztunç Kaymak
 Kaymak, 2022 ), among others. Statistical techniques, such as Auto-

egressive Integrated Moving Average (ARIMA) ( Swaraj et al., 2021 )
nd Exponential Smoothing (ES) ( Lai et al., 2006 ), are not suitable for
hese datasets due to their limitations in capturing the non-linear fea-
ures. Therefore, the application of machine learning techniques offers
 better approach for addressing this issue. 

However, to obtain an accurate prediction result, it is essential to
ptimize the parameters of the machine learning technique for good
eneralization. Therefore, hybridization with optimization algorithms
ecomes a favourable option. Numerous researchers have presented
xisting works on hybrid models of optimization techniques with ma-
hine learning, including in addressing regression tasks. For instance, in
aderi et al. (2019) , a crude oil price prediction model was proposed
sing the meta-heuristic Bat Algorithm (BA) to optimize the parameters
f Least Squares Support Vector Machines (LSSVM), Genetic Program-
ing (GP), ARIMA and ANN. Error analysis demonstrated the superior-

ty of the hybrid model over the single methods. In a previous work by
arasu and Altan (2022) , a hybrid model of LSTM with Chaotic Henry
as Solubility Optimization was proposed for the same data field as in
aderi et al. (2019) . On the other hand, a wind speed predictive model
ch 2023 
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as presented in Tian (2020) , which is based on hybrid LSSVM model
ith an improved Firefly Algorithm (FA). A comparison against other
rediction models showed the superiority of the proposed model. 

In Yeh et al. (2023) , a hybrid Convolutional Neural Network with
implified Swarm Optimization (SSO-LeNet) was developed and evalu-
ted on three benchmark datasets: MNIST, Fashion-MNIST and CIFAR-
0. The proposed hybrid model was compared against the original Le-
et as well as LeNet optimize by PSO. The study’s findings revealed the

uperiority of SSO-LeNet over PSO-Le Net in terms of accuracy, while
lso outperforming the original LeNet in terms of both accuracy and
ime. In another study ( Zhihua Cui et al., 2018 ), CNN was utilized for
etecting malicious code variants, and the Bat Algorithm was employed
o solve the imbalance of data among different malware families. The
tudy’s experiments demonstrated that the proposed model produced
ood accuracy and speed in solving the case of interest. 

In contrast to the above methods that use optimization tech-
iques to optimize machine learning parameters, a study in
ong et al. (2016) demonstrated a self-adaptive mechanism for
xtreme learning machine (SaELM). In the study, the proposed SaELM
elects the best neuron number in hidden layer to form the Neural
etworks without the need to tune any parameters during training
rocess. Compared to conventional Back propagation Neural Network,
aELM showed good performance in solving classification tasks. 

Concerning the above matters, this study proposed a hybrid predic-
ive model for stock price prediction, based on the Barnacles Mating
ptimizer ( Sulaiman et al., 2020 ) with Artificial Neural Network (BMO-
NN). The BMO is a relatively new optimization algorithm that has
emonstrated its effectiveness in solving optimization problems across
elds, including engineering ( Sulaiman et al., 2020 ), medical ( Mustaffa
 Sulaiman, 2021 ), biomedical engineering ( Dutta et al., 2022 ), among
thers. BMO is an evolutionary-based algorithm inspired by the unique
haracteristics of barnacles in nature, which are hermaphroditic or-
anisms with both male and female reproductive systems. One of the
nique features of barnacles is their ability to extend their reproduc-
ive organs to several times their body length, up to seven to eight
imes. 

As demonstrated in Sulaiman and Mustaffa (2022) , the efficiency of
MO compared to other meta-heuristic algorithms have been proven
hrough its competitive results against several algorithms, including
SO, Augmented Group Research Optimization (AGSO), and Imperialis-
ic Competitive Algorithm (ICA). Similarly, in Peddakapu et al. (2022) ,
esides the mentioned methods in Peddakapu et al. (2022) , BMO was
hown to outperform GA, Cuckoo Search (CS) and Bat Algorithm (BA) as
ell. This is due to its ability in escaping local optima, allowing global
ptima to be achieved. Moreover, algorithms like GA, PSO, ICA and Bac-
erial Foraging Optimization Algorithm (BFOA) were reported to exhibit
low convergence speed ( Peddakapu et al., 2022 ). Other optimization al-
orithms, such as Artificial Bee Colony (ABC), lack local search ability
nd accuracy ( Gu et al., 2022 ), while Runge-Kutta Optimizer (RUN) suf-
ers from an imbalance between the exploitation and exploration phases
 Nassef et al., 2022 ). In addition to its superiority, BMO also offers con-
enience in implementation, as it only has one control parameter, called
enis length, pl , in addition to the number of population and maximum
teration. This hybrid predictive model is specifically designed for stock
rice prediction, which is inherently challenging due to high volatility
n practice ( Liu & Ma, 2022 ; Kumbure et al., 2022 ). The proposed pre-
ictive model is believed to be able to overcome the shortcomings of
lassical ANN in prediction task. 

The remainder of this paper is organized as follows: In Section 2 , a
eview of related literature is provided. Section 3 introduces the math-
matical model of BMO, while Section 4 describes the ANN architec-
ure used in the study. The implemented methodology is presented in
ection 5 , which includes information on the dataset used, the hybrid
MO-ANN, and the performance indices employed. Findings of the study
re discussed in Section 6 , while Section 7 provides a conclusion, fol-
owed by future directions for work. 
110 
. Literature review 

In literature, there is extensive discussion of the application of ma-
hine learning for time series prediction of stock prices. For instance,
n Kumar Chandar (2021) , researchers presented a method for intraday
tock price prediction that hybrid PSO with Back Propagation Neural
etwork (BPNN). PSO was employed to automatically tune the BPNN’s
arameters for better accuracy. To determine the optimal training and
esting set division, a series of experiments were conducted using ratios
f 80:20, 70:30, 60:40 and 50:50, respectively. Upon completion of sim-
lation tasks, the proposed PSO-BPNN consistently outperformed other
ethods in terms of error rates, as measured by the Root Mean Square
rror (RMSE), Hit Rate (HR) and prediction accuracy. 

An optimal Deep Learning-based Long Short-Term memory (LSTM)
or stock price prediction using Twitter sentiment analysis was presented
n Swathi et al. (2022) . As in Kumar Chandar (2021) , this method uses
 hybrid approach that combines machine learning with an optimiza-
ion technique to efficiently optimize the relevant parameters. In this
ase, Teaching and Learning Based Optimization (TLBO) was employed
o tune the output unit of the LSTM, while Adam Optimizer is used
o determine the learning rate. Findings of the study suggest the good
erformance of TLBO-LSTM over other identified methods in terms of
redictive accuracy. 

In Jing et al. (2021) , researchers also investigated the impact of sen-
iment analysis on stock price prediction. The study integrated LSTM
ith Convolutional Neural Network (CNN) to analyze investor senti-
ents before integrating them with technical indicators as inputs for
redicting one-day-ahead closing prices. For this matter, a sentiment
nalysis model based on CNN was trained and tested. The LSTM-CNN
odel produced lower Mean Absolute Percentage Error (MAPE) than

oth single model and other prediction models proposed in previous
ork, demonstrating its superiority. 

In Vijh et al. (2020) , a study compared the effectiveness of ANN and
andom Forest (RF) for stock price prediction. Based on several statis-

ical criteria, the results favored ANN. Similarly, in Liu and Ma (2022) ,
n improved ANN based on Elman Neural Network and quantum me-
hanics (QENN) was proposed for stock price prediction, and findings
f the study proved that the QENN has advantages over classical ANN.
nother study in Chhajer et al. (2022) presented an approach for stock
rice prediction using ANN, Support Vector Machines (SVM) and Long
hort Term Memory (LSTM). 

A study in Liu et al. (2022) presented the use of Deep Learning Neural
etwork (DLNN) for stock price prediction in a case study conducted

n China. The performance of DLNN was compared against single-layer
odel, demonstrating the superiority of DLNNs for the case study at
and. A similar approach can be seen in Wei et al. (2022) , where a
L based on LSTM was employed to predict stock closing prices. The
roposed method was tested on two datasets, namely CSI 300 and Hang
eng Index, the DL exhibits good performance by producing lower error
ates. 

The employment of machine learning extends beyond predicting
tock prices. In a recent study ( Khanduzi & Sangaiah, 2023 ), researchers
mployed a Recurrent Neural Network (RNN)-based bilevel program-
ing problem formulation to tackle the problem of continuous defensive

ocation problem (CDLP). By using the RNN, they were able to optimize
he placement of defense facilities in the CDLP in a large size example
hile also reducing computational costs. The study found out that the
roposed approach outperformed other methods that were tested. An-
ther employment of RNN also can be seen in Sumathi et al. (2022) . In
he study, the researchers explored the use of a RNN and ZigBee pro-
ocol in an IoT environment. Findings of the study demonstrated that
he proposed method significantly improved the network lifetime and
ecreased energy consumption. 

Regarding the importance of personalized recommendation, a study
n Sangaiah et al. (2023) developed a medical recommendation system
ased on two community detection algorithms. The algorithms were ap-
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lied to a graph of users and physicians to create the proposed recom-
ender system. The study used 80,000 records for training and 20,000

or testing. Prior to training and testing, all datasets were normalized
ased on Min Max Normalization. Upon completion of the experiment,
he proposed recommender system was found to produce highly accu-
ate recommendations compared to those reported in the literature. 

. Optimization based on Barnacles Mating Optimizer 

This section provides the mathematical model of BMO. 

.1. Phase 1: initialization 

Initially, the candidate solutions are represented as shown in the fol-
owing equation. This stage involves the generation of candidate solu-
ions which are randomly generated. An evaluation will be executed to
btain the initial performance of candidates, followed by the sorting
hase: 

 = 

⎡ ⎢ ⎢ ⎣ 
𝑥 1 
𝑙 

⋯ 𝑥 𝑁 

1 
⋯ ⋯ ⋯ 

𝑥 𝑙 
𝑛 

⋯ 𝑥 𝑁 

𝑛 

⎤ ⎥ ⎥ ⎦ (1)

here N indicates the dimension of control variables to be optimized
hile n represents the population of barnacles which can be considered
s the candidate for the solution. The control variables in (1) is subject
o the boundaries of the problem at hands, as defined in the next two
quations, respectively: 

𝑏 = 

[
𝑢𝑏 1 , ..., 𝑢𝑏 𝑖 

]
(2)

𝑏 = 

[
𝑙𝑏 1 , ..., 𝑙𝑏 𝑖 

]
(3)

here ub is the upper bound and lb is lower bound of i th variables. 

.2. Phase 2: selection 

The selection process for mating to produce new offspring is per-
ormed randomly. However, it is subject to a parameter that need to
e tuned namely pl , which represents the range of the barnacles that
an mate. Barnacles are classified as hermaphroditic organism that can
ontribute to and receive sperm from others ( Nassef et al., 2022 ). Nev-
rtheless, for the simplicity in the formulation of the BMO algorithm, it
s assumed that at one particular time, each barnacle can be fertilized by
nly one barnacle. In nature, the self-mating can occur but is very rare,
s mentioned in Liu & Ma (2022) . Therefore, it will not be considered
n the mathematical model of BMO. 

.3. Phase 3: reproduction 

In BMO, the reproduction of new offspring is based on the Hardy-
einberg principle according to which in the new offspring created the

eatures or characters from the parents are inherited, as: 

 

𝑁 𝑛𝑒𝑤 

𝑖 
= 𝑝𝑥 𝑁 

𝑏𝑎𝑟𝑛𝑎𝑐𝑙𝑒𝑠 
+ 𝑞𝑥 𝑁 

𝑏𝑎𝑛𝑎𝑐𝑙𝑒 𝑚 
(4)

here p indicates the normally distributed pseudo random numbers be-
ween the range of [0, 1], q = 1 – p , 𝑥 𝑁 

𝑏𝑎𝑟𝑛𝑎𝑐𝑙𝑒𝑠 _ 𝑑 and 𝑥 𝑁 

𝑏𝑎𝑟𝑛𝑎𝑐𝑙𝑒 _ 𝑚 represent
he variable of Dad and Mum of barnacles, respectively. It can be said
hat p and q represent the proportion of characteristics inherited from
he Dad and Mum, respectively, in generating new offspring. The off-
pring inherits the features from both parents based on a probability of
 random number between 0 and 1. For example, if p if 0.55 (randomly
enerated), it means that the new offspring inherits 55% of the Dad’s
eatures and 45% from the Mum’s features. It also can be noted that (4)
an be seen as exploitation process of the BMO for obtaining new so-
utions. The exploitation and exploration processes in BMO are highly
ependent on the value of pl . If the selection of barnacles to be mated
111 
alls within the range of barnacles selected from the Dad and Mum,
xploitation occurs and (4) is applied. Sperm cast occurs when the se-
ection of barnacles to be mated exceeds the value of pl set initially. The
perm cast process can be defined as follows: 

 

𝑛𝑛𝑒𝑤 
𝑖 

= 𝑟𝑎𝑛𝑑 ( ) × 𝑥 𝑁 

𝑏𝑎𝑟𝑛𝑎𝑐𝑙𝑒𝑀 

(5)

here rand () denotes the random number generated between the range
f 0 ∼1 . The pseudo code of BMO is given in Fig. 1 . 

. Regression based on Artificial Neural Network 

ANN is one of the notable machine learning techniques that has the
apability of simulating and analysing complex patterns in unstructured
ata. For a prediction tasks, a Multilayer Perceptron (MLP) architecture
s employed. MLP is a feedforward, supervised learning network con-
isting of 3 layers: an input layer, a hidden layer and an output layer.
ccording to Fig. 2 , the input layer consists of six inputs, namely the
ifference of high and low prices ( HL ), closing and opening prices ( CO ),
oving averages of 7 ( MA7 ), 14 ( MA14 ) and 21 ( MA21 ) days, as well

s the standard deviation of stock prices for the past seven days ( Std7) ,
s suggested in ( Vijh et al., 2020 ). Meanwhile, the output is the next
ay’s closing price ( yCP ). Instead of using the Back Propagation (BP)
lgorithm to train the network, this paper proposes an optimization ap-
roach mentioned in Section 2 , BMO to optimize the weights and biases
or training the developed network. 

According to Fig. 2 , the input layer receives input signals from the
ource and transmits them to every hidden neuron within the hidden
ayer. Meanwhile, the inputs are multiplied with the weight, w ji and
ummed together with the bias to become the input, u for the hidden
eurons, which are located in the hidden layer. The activation function
sed in the hidden neurons is the sigmoid function, which is expressed
s follows: 

 𝑗 = 

1 
1 + 𝑒 − 𝑢 

(6)

here O j is the output from each hidden neuron. Then, the outputs from
ach hidden neurons are multiplied with the weights connected between
idden and output layers, w kj and summed together with the bias at
utput neuron to become the input for the output neuron. The output
s normally determined using the linear function, and in this paper, the
utput is the next day’s of closing stock price. 

. Methodology 

This section is dedicated to describing the implemented methodol-
gy for this study. This includes a description on the dataset, variable
erivation, hybrid model of BMO-ANN, and finally, the evaluation cri-
eria. 

.1. Data description 

In this study, the daily historical dataset of Yahoo stock from Novem-
er 2015 until November 2020 is employed. The dataset consists of in-
ormation about the stock, including High, Low, Open, Close, Volume
nd Adjacent Close, which can be retrieved from the Kaggle.com web-
ite ( Time Series Forecasting with Yahoo Stock Price, 2022 ). A sample
f the dataset is tabulated in Table 1 . 

.2. Variable derivation 

For experimental purposes, six variables were derived from the origi-
al input, namely the difference of HL, CO, MA7, MA14 and MA21 days,
s well as Std7 . These inputs were fed to the prediction model to predict
he next day’s closing price. 
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Fig. 1. BMO algorithm. 

112 



Z. Mustaffa and M.H. Sulaiman International Journal of Cognitive Computing in Engineering 4 (2023) 109–117 

Fig. 2. MLP architecture for stock price prediction. 

Table 1 

Sample of dataset. 

Date High Low Open Close Volume Adjacent Close 

1/1/2016 2062.54 2043.62 2060.59 2043.94 2,655,330,000 2043.9399 
1/2/2016 2062.54 2043.62 2060.59 2043.94 2,655,330,000 2043.9399 
1/3/2016 2062.54 2043.62 2060.59 2043.94 2,655,330,000 2043.9399 
1/4/2016 2038.2 1989.68 2038.2 2012.66 4,304,880,000 2012.6600 
1/5/2016 2021.94 2004.17 2013.78 2016.71 3,706,620,000 2016.7099 
1/6/2016 2011.71 1979.05 2011.71 1990.26 4,336,660,000 1990.2600 
1/7/2016 1985.32 1938.83 1985.32 1943.09 5,076,590,000 1943.0899 
1/8/2016 1960.40 1918.46 1945.97 1922.03 4,664,940,000 1922.0300 
1/9/2016 1960.40 1918.46 1945.97 1922.03 4,664,940,000 1922.0300 
1/10/2016 1960.40 1918.46 1945.97 1922.03 4,664,940,000 1922.0300 
1/11/2016 1935.65 1901.1 1926.12 1923.67 4,607,290,000 1923.6700 
1/12/2016 1947.38 1914.35 1927.83 1938.68 4,887,260,000 1938.6800 
1/13/2016 1950.33 1886.41 1940.34 1890.28 5,087,030,000 1890.2800 
1/14/2016 1934.47 1878.93 1891.68 1921.84 5,241,110,000 1921.8399 

5

 

i  

w  

s  

t  

h  

t  

c  

w  

t  

A

5

 

n  

E

𝑀  

𝑅  

w  
.3. Hybrid Barnacle Mating Optimizer-Artificial Neural Network 

To get the optimized weights and biases for the ANN model, BMO
s employed in this study. The BMO function is embedded in the ANN,
here BMO will run until the maximum iteration is reached (in this

tudy, it is set to 100). In this paper, the variables to be optimized are
he weights in the network, viz. w ji and w kj together with the biases at
idden and output layers. The total number of hidden neurons are set
o 11 based on (2 ∗ n + 1), where n is the number of inputs, which in this
ase is 6. Thus, the total variables to be optimized are 105 (6 inputs ∗ 11
 ji + 11 biases at hidden neurons + 11 w kj + 1 bias at output neuron), and

he objective function is the normalized MSE. The flowchart of BMO-
NN is visualized in Fig. 3 . 
o  

113 
.4. Evaluation criteria 

For evaluation purposes, two statistical metrics were employed,
amely Mean Square Error (MSE) and Root Mean Square Percentage
rror (RMSPE). The definitions of both metrics are as follows: 

𝑆𝐸 = 

1 
𝑁 

(
𝑦 𝑛 − 

⌢ 

𝑦 𝑛 

)2 
(7)

𝑀𝑆𝑃 𝐸 = 

√ √ √ √ √ √ 

∑𝑁 

𝑛 =1 

( 

𝑦 𝑛 − 
⌢ 

𝑦 𝑛 

𝑦 𝑛 

) 

𝑁 

2 

(8)

here n = 1, 2, …, N; N is the number of samples, y n is the actual value
f the n th sample, and ̂y is the predicted value of the n th sample. MSE
n 
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Fig. 3. BMO-ANN. 
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Table 2 

BMO-ANN for stock price prediction using different 
data division. 

Metrics/Data Division 60:40 70:30 80:20 

MSE 0.6619 1.6467 1.0197 
RMSPE(%) 6.5538 9.1282 7.9237 

Table 3 

Stock price prediction: BMO-ANN vs. SSA-ANN vs. WOA- 
ANN vs. MFO-ANN vs. GWO-ANN. 

MSE RMSPE(%) 

BMO-ANN 0.6619 4.5617 
SSA-ANN 4.5617 17.7095 
WOA-ANN 1.0175 8.0778 
MFO-ANN 15.4502 36.1689 
GWO-ANN 2.7742 13.7597 

 

c  

i  

r  

O
 

B  

o  

a  

f  
epresents the average mean square error between the predicted value
nd the actual value, while RMSPE is the square root of the mean of the
quare of all the errors, expressed in percentage. Thus, the smaller the
etric, the better the prediction. 

The main computational cost of the algorithm is the calculation of
he fitness of the objective function, which needs to be evaluated for
ach barnacle in the population at each iteration. The fitness function
valuation involves computing the objective function, which minimizes
he errors (NMSE) from the tuned weights and biases of FFNN. The time
omplexity of the algorithm can be expressed as O ( Max_Iter ∗ n ∗ f ),
here Max_Iter is the maximum number of iterations, n is the popula-

ion size, and f is the time complexity of the fitness function evaluation.
he space complexity of the algorithm is O ( n ∗ num_variables ), where
um_variables is the number of weights and biases of FFNN. 

. Results and discussion 

To determine the optimal data division for stock price prediction
sing BMO-ANN, the proposed model was experimented with three data
ivisions for training and testing, namely 60:40, 70:30 and 80:20. The
esults obtained from these tests are presented in Table 2 . 

Based on the results presented in Table 2 , the BMO-ANN model pro-
uced the lowest MSE and RMSPE values when using a data division
f 60:40 for training and testing, with recorded values of 0.6619 and
.5538%, respectively. In comparison, using a data division of 70:30 led
o higher error rates, with an MSE of 1.6467 and RMSPE of 9.1282%.
ower error rates were observed when using a data division of 80:20
ompared to the 70:30 split, with an MSE of 1.0197 and RMSPE of
.9237. 
114 
Based on the 60:40 data division, experiments were conducted to
ompare BMO-ANN with four other identified hybrid algorithms us-
ng ANN: Salp-Swarm Algorithm (SSA-ANN), Whale Optimization Algo-
ithm (WOA-ANN), Moth Flame Optimizer (MFO-ANN) and grey Wolf
ptimizer (GWO-ANN). 

Based on the data presented in Table 3 , it is learned that the
MO-ANN outperformed the other four identified algorithms in terms
f having the lowest MSE and RMSPE values, with values of 0.6619
nd 4.5617%, respectively. The WOA-ANN had the second-best per-
ormance, with MSE and RMSPE values of 1.0175 and 8.0778%, re-
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Fig. 4. Comparison graph for stock price prediction: BMO-ANN vs. SSA-ANN vs. WOA-ANN. 

Fig. 5. Convergence graph: BMO-ANN vs. SSA-ANN vs. WOA-ANN vs. MFO-ANN vs. GWO-ANN. 
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r  
pectively, while the GWO-ANN ranked third with values of 2.7742 of
SE and 13.7597% RMSPE. In contrast, the SSA-ANN yielded higher

rror rates than those of the GWO-ANN, with MSE and RMSPE values of
.5617 and 17.7095%, respectively. The MFO-ANN had the highest er-
or rates, generating MSE and RMSPE values of 15.4502 and 36.1689%,
espectively. Overall, the data from Table 3 indicates that the BMO-ANN
lgorithm had the best performance among the five algorithms, while
he MFO-ANN had the worst performance. The WOA-ANN and GWO-
NN had the intermediate performance, with the SSA-ANN algorithm
aving the second-worst performance. 

Fig. 4 provides a visual representation of the results, with the target
alues shown as a straight blue line and the predictions made by each
115 
lgorithm indicated by different colored markers and lines. Specifically,
he BMO-ANN results are represented by red diamonds, the SSA-ANN
esults by dash-dot orange lines, the WOA-ANN results by purple dots,
he MFO-ANN results by a straight green line, the GWO-ANN results by
 straight green line. From the figure, it is evident that the MFOA-ANN
ot only failed to produce accurate predictions but also did not follow
he actual pattern, particularly between day 1500 and 1800, resulting
n higher error rates. In contrast, the BMO-ANN showed good general-
zation ability and produced predictions that closely matched the target
alues, even during sudden drops in prices around day 1600. 

Fig. 5 illustrates the convergence rates of the five identified algo-
ithms. The results indicate that the proposed BMO-ANN achieved the
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Table 4 

Significant test for stock price prediction: BMO-ANN vs. SSA- 
ANN vs. WOA-ANN vs. MFO-ANN vs. GWO-ANN. 

Methods Sig. (2-tailed) 

BMO-ANN vs. SSA-ANN 0.0000 
BMO-ANN vs. WOA-ANN 0.0000 
BMO-ANN vs. MFO-ANN 0.0000 
BMO-ANN vs. GWO-ANN 0.0000 
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owest convergence rate, with an MSE value of 0.0069 (indicated by
traight blue line). The WOA-ANN followed closely, recording an MSE
f 0.0264 of MSE (denoted by dashed yellow line). The SSA-ANN ranked
hird with an MSE of 0.0742, closely followed by GWO-ANN, which
ecorded an MSE of 0.0939. In contrast, the MFO-ANN had the high-
st convergence rates, with an MSE of 0.6599, which was significantly
igher than the other algorithms. The high convergence rate of MFO-
NN suggests that the algorithm may have been stuck in local optima,
ather than global optima, resulting in poor performance in the predic-
ion task. 

Additionally, a paired sample T-test was conducted to evaluate the
erformance of the proposed BMO-ANN. As shown in Table 4 , the re-
ults indicate a significant difference in the means between BMO-ANN
nd the other identified hybrid algorithms, with a significance level of
.05%. 

. Conclusion 

In this study, a hybrid predictive model for stock price based on
MO-ANN was proposed and evaluated on a stock price time series
ataset. The BMO was utilized to optimize the weight and bias of ANN
or generalization in prediction, and the results show that the proposed
odel outperforms other identified hybrid algorithms based on two

valuation indices, MSE and RMSPE. Paired sample T-test results also
onfirmed the significance level of the difference in means between
MO-ANN and other identified hybrid algorithms. Therefore, it is ev-

dence that the BMO-ANN is efficient for the time series data of interest.
In future work, the study will consider the speed of the conver-

ence and compare it against other competitive methods which includes
onarch Butterfly Optimization (MBO), Earthworm Optimization Algo-

ithm (EWA), Elephant Herding Optimization (EHO), Moth Search (MS)
lgorithm, Slime Mould Algorithm (SMA), Hunger Games Search (HGS),
unge Kutta Optimizer (RUN), Colony Predation Algorithm (CPA), Har-
is Hawks Optimization (HHO), among others. Additionally, the BMO-
NN can be tested on other time series datasets to evaluate its effective-
ess in different scenarios. 
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