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Breast cancer is the most often identified cancer among women and the main reason 
for cancer-related deaths worldwide. The most effective methods for controlling and 
treating this disease through breast screening and emerging detection techniques. This 
paper proposes an intelligent classifier for the early detection of breast cancer using a 
larger dataset since there is limited researcher focus on that for better analytic models. 
To ensure that the issue is tackled, this project proposes an intelligent classifier using 
the Probabilistic Neural Network (PNN) with a statistical feature model that uses a more 
significant size of data set to analyze the prediction of the presence of breast cancer 
using Ultra Wideband (UWB). The proposed method is able to detect breast cancer 
existence with an average accuracy of 98.67%. The proposed module might become a 
potential user-friendly technology for early breast cancer detection in domestic use. 
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1. Introduction 

 
Breast cancer is the most significant factor in cancer death among women in the world [1-3]. 

Statistical analysis revealed a significant rise in the breast cancer death rate across all regions 
especially in lower-income region [4-6]. Early breast cancer detection or screening with an accurate 
diagnosis and treatment leads to a reduction in death rate while reducing treatment costs [7], [8]. 
Cancer is a disease where the body reproduces cells, and the reaction cells divide uncontrollably, 
leading to irregular cell development or a tumour that spreads into surrounding tissues. The tumour 
(also called neoplasm) can be classified as benign (noncancerous) or malignant (cancerous) [9]. 
Benign tumours stay in their primary location and do not spread to nearby tissues. 

In contrast, a cancerous tumour gives cells that grow uncontrollably and spread to nearby tissues, 
harm those tissues, and impact other bodily parts. Chronic problems can occur if cancer cells move 
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to other organs. Therefore, it is important that early detection of the cancer cells presence is crucial 
to cure and prevent the cell from spreading to the other part of the body. 

Early-stage breast cancer is diagnosed using a variety of current screenings and new technology. 
The two main categories of current breast cancer screening technologies are body imaging-based 
technology and microwave imaging-based technology, as depicted in Figure 1 [10], [11]. Body image-
based technologies are conventional breast cancer screening, such as magnetic resonance imaging 
(MRI), mammography, and ultrasound [12-14]. These items may be found in most clinics and 
hospitals. As an alternative to costly and intrusive screening methods, microwave imaging-based 
technology is ready. 

Two methods utilized in microwave imaging technologies include microwave tomography and 
radar-based imaging. Both methods used UWB signals to classify breast cancer according to its 
dielectric characteristics. This method has better precise ranges and is simple, inexpensive, safe, and 
free of ionizing radiation exposure. 

 

 
Fig. 1. Block diagram showing the different modalities in breast cancer detection [15] 

 
Many other researchers have conducted studies on breast cancer detection using UWB. 

Vijayasarveswari et al., [16] propose a breast cancer screening module for small data sets based on 
Artificial Neural Networks (ANN). This system is focused on detecting a tumour in the breast 
phantom. Bifta et al., [17] proposed a UWB experimental setup. This method uses a small dataset to 
indicate tumours existence, size, and location. For the result, first, second, third, and fourth data sets, 
the detection efficiency of tumour existence, position (x, y, z), and size was around 87.72 percent, 
87.24 percent, 83.93 percent, and 80.51 percent, respectively. The detection accuracy for the three-
parameter is 100%, 92.43%, and 91.31%, respectively. 

 
2. Methodology  
2.1 Proposed System Architecture 

 
The proposed system architecture consists of hardware and software modules. The hardware 

includes two antennae (transmitter and receiver) [18], a breast phantom, a tumour, and a UWB 
transceiver with a Personal Computer (PC) interface. The software comprises a data processing, 
classifier, and Graphical User Interface (GUI). The proposed development of the design system 
architecture is shown in Figure 2. 
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Fig. 2. Overall system design architecture 

 
2.2 Breast Phantom and Tumour 

 
Various breast phantoms have been proposed to explore the researchers capability to detect 

breast cancer [19], [20]. Most researchers create heterogeneous breast phantoms using inexpensive 
and non-chemical substances, such as petroleum jelly or a mixture of wheat flour, water, and soy oil. 
It is necessary to ensure that the permittivity and conductivity of the breast phantoms are 
comparable to those of actual breast tissue, as shown in Table 1. The breast phantom and tumour 
are shown in Figure 3. 

 

 
(a) (b) 

Fig. 3. (a) The breast phantom, (b) The tumour 
 

2.3 Data Collection 
 
As illustrated in Figure 4, the breast phantom is between the transmitter and receiver. Using the 

Ethernet cable, the sensor is connected to the UWB transceiver (P400 RCM). The UWB pulses are 
created in the transceiver and transferred through the transmitting sensor to the receiver. The 
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receiver antenna captured the signals at the center frequency of 4.3 GHz, passing through the router 
before all the data were analyzed using Matlab software [21], [22]. 

The steps for collecting data are as follows [23]: 
i. The tumour is implanted in a breast phantom. 

ii. The antenna transmits UWB signals, and the opposite antenna captures forward scattered 
UWB signals. Fifty repetitions are taken for each cycle. 

iii. Step 1 to Step 2 is repeated for 100 cycles.  
iv. Repeat Steps 1 to Step 3 but without the tumour. A total of 10 000 UWB signals are 

collected. Each signal sample has 1632 data points. 
 

Table 1 
The dielectric properties of developed breast phantom and tumour [17], [23], [24] 
Breast Phantom Structure Material Permittivity Conductivity (S/M) 

Fatty tissue Pure petroleum jelly 2.36 0.012 

Glandular Soy oil 2.7 0.061 

Skin Glass 3.5-10 Negligible 

Tumour A mixture of water and wheat flour 6.98 0.785 

 

 
Fig. 4. Experimental setup for breast cancer detection 

 
2.4 Data Pre-processing and Statistical Feature Method 

 
In general, the signal is in the time domain. In the time domain, it is easier to visualize signal 

properties. Nevertheless, examining signal characterization in the frequency domain is also essential 
because it permits the observation of signal properties that are not visible in the time domain. Thus, 
the signals in the frequency domain collected from UWB transceivers are converted using the widely 
employed Fast Fourier Transform (FFT) [23], [25]. This system was trained and tested using a total of 
10,000 data samples. Figure 5 depicts the experimental software process flowchart. 
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Fig. 5. Experimental software process flowchart 

 
Feature normalization is organizing and standardizing the data without eliminating useful 

information from the preprocessed data. Once the data is normalized, the normalized data is 
dimensionally reduced to remove redundant and statistically insignificant data.  

Sixty percent of data samples are used for training, while forty percent are utilized for testing. 
The received signals were processed to generate 1632 discrete data points per sample. Before 
feeding the signals to the classifier, they are preprocessed to obtain critical features (five features: 
binary normalization, decimal scaling, linear scaling, min-max, and z-score) in Eq. (1) to Eq. (5)  and 
data dimension reduction using Singular Value Decomposition (SVD) [24]. 

Binary normalization ensures the maximum accuracy of a number for a given range of bits. 
 

𝐵𝑁 = (0.8 × (𝑣 − 𝑚𝑖𝑛𝐷)./(𝑚𝑎𝑥𝐷 −𝑚𝑖𝑛𝐷) + 0.1)         (1) 
 
Where 𝑣 is the instantaneous value of feature D, 𝑚𝑎𝑥𝐷 and 𝑚𝑖𝑛𝐷 are the maximum and minimum 
values of D. 

The decimal scaling method normalizes the data by moving the decimal points. The number of 
decimal points depends on the maximum absolute value of the data sample, D. 
 

𝐷𝑆 =
𝑣

10𝑗
              (2) 

 
Where 𝑣 is the instantaneous value of feature D, and 𝑗 is the smallest integer that can obtain a 

maximum 𝑣′ with a value less than 1. 
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Linear scaling is the special case of the min-max normalization method. It normalizes the data to 
a [0, 1] range 
 

𝐿𝑆 =
𝑣−𝑚𝑖𝑛𝐷

𝑚𝑎𝑥𝐷−𝑚𝑖𝑛𝐷
             (3) 

 
Where 𝑣 is the instantaneous value of feature D and 𝑚𝑎𝑥𝐷, and 𝑚𝑖𝑛𝐷 are the maximum and 
minimum values of D, respectively. 

Min-max normalization method rescales the data from one range to a new range which is [-1, 1] 
range 
 

𝑀𝑀 =
𝑣−𝑚𝑖𝑛𝐷

𝑚𝑎𝑥𝐷−𝑚𝑖𝑛𝐷
(𝑛𝑒𝑤_𝑚𝑎𝑥𝐷 − 𝑛𝑒𝑤_𝑚𝑖𝑛𝐷) + 𝑛𝑒𝑤_𝑚𝑖𝑛𝐷       (4) 

 
Where 𝑣 is the instantaneous value of feature D, 𝑚𝑎𝑥𝐷 and 𝑚𝑖𝑛𝐷 are the maximum and minimum 
values of D, respectively, 𝑛𝑒𝑤_𝑚𝑎𝑥𝐷 is one and 𝑛𝑒𝑤_𝑚𝑖𝑛𝐷 is -1. 

The data is normalized by converting the particular value to a common scale with zero mean and 
unity standard deviation 
 

𝑍𝑆 =
𝑣−µ𝐷

𝜎𝐷
              (5) 

 
Where 𝑣 is the instantaneous value of feature D and 𝜇𝐷, and 𝜎𝐷 are the mean and standard deviation 
of feature D, respectively. 
 
2.5 Probabilistic Neural Network (PNN) 

 
Specht introduced standard back-propagation neural networks in 1998 for classification and 

pattern recognition applications. PNN is a scalable alternative to these networks. Standard neural 
networks require extensive forward and reverse calculations. In contrast, PNN requires less 
computational time and power. Additionally, they can manage a variety of training data. These 
networks apply probability theory to classification tasks in order to reduce misclassifications. In this 
study, a PNN classifier was used to determine the presence of breast cancer based on input 
parameters. The proposed system was founded on gathered data. The PNN architecture is shown in 
Figure 6 [26]. 

 

 
Fig. 6. PNN architecture [26] 
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The overall process flow of the proposed multi-stage feature selection and fusion for both 
datasets is shown in Figure 7. 
 

 
Fig. 7. Block diagram of the proposed method 

 
3. Results  

 
The proposed algorithm can assist the classifier in detecting the existence of the tumour in the 

heterogeneous breast phantom. The proposed algorithm is tested using seven classifiers to ensure a 
robust model. The result for the time and frequency domain is shown in Table 2 and Table 3. The 
result frequency domain shows better results compared to the time domain. 

Table 4 compares the proposed system with other existing methods. Vijayasarveswari et al., [16] 
and Bifta et al., [17] used small data sets compared to this project, which used 20 times larger than 
an existing project. Even though the proposed systems performance is slightly lower than the 
previous researcher, it still shows that this system can precisely classify more than 98% of 10 000 
datasets. This is important for building analytic models with more extensive datasets using machine 
learning. 

 
Table 2 
Classifiers result in the time domain 
Frequency Domain BN DS LS MM ZS 

SVM 85.81318681 85.71428571 85.35164835 85.98901099 86.31868132 
NB 69.86813187 33.72527473 38.3956044 34.92307692 34.45054945 
KNN 79.43956044 88.30769231 79.13186813 87.81318681 82 
DT 77.73626374 85.58241758 77.1978022 86.23076923 82.14285714 
DA 85.87912088 85.83516484 85.57142857 85.52747253 85.65934066 
Ensemble 83.93406593 89.38461538 84.52747253 88.96703297 86.37362637 
PNN 86.021978 

(0.009) 
90.395604 
(0.009) 

86.351648 
(0.01) 

90.021978 
(0.05) 

86.4835165 
(0.9) 
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Table 3 
Classifiers result in the frequency domain 
Frequency Domain BN DS LS MM ZS 

SVM 85.6043956 85.86813187 85.79120879 86.1978022 85.65934066 
NB 72 72.41758242 71.96703297 72.63736264 65.56043956 
KNN 92.15384615 91.73626374 91.62637363 92.1978022 95.6043956 
DT 94.06593407 94.06593407 93.53846154 94.45054945 93.02197802 
DA 93.93406593 84.87912088 84.57142857 85.42857143 85.63736264 
Ensemble 91.703297 91.2527473 95.82417582 92.340659 95.74725275 
PNN 96.50549451 

(0.001) 
96.04395604 
(0.05) 

91.197802 
(0.001) 

96.67032967 
(0.001) 

98.671438 
(0.9) 

 
Table 4  
Comparison with the previous researcher 

Researcher Data 
Sample 

Method Test and Trains Sets Existence 
Accuracy (%) 

Vijayasarveswari et al., 
2021 [16] 

125 FFBPNN K-Fold Cross Validation 100 

Bifta et al., 2020 [17] 448 FFBPNN with feedforward 
net function 

70% Training 
15% Validation 
15% Testing  

100 

Proposed System 10000 PNN classifier K-Fold Cross Validation 98.67 

 
Figure 8 shows breast cancer detection visualization using a developed GUI. This is to make it 

easier for the end-user to check for any breast abnormalities. 
 

 
Fig. 8. GUI for early breast cancer detection 

 
4. Conclusions  

 
This paper proposes a practical technique for breast cancer detection modules based on PNN. 

The module is developed by combining the k-fold cross-validation method with the PNN classifier. 
The developed module is tested for breast cancer detection applications. Ten thousand data sample 
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is used to classify the existence of breast cancer. The proposed model detection performance 
accuracy is above 98%, even though large data samples were fed into this model. By integrating a 
GUI, medical practitioners and end users can use the system at home for breast health self-screening. 
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