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ABSTRACT 
Do people trust social media? If so, why, in what contexts, and 
how does that trust impact their lives? Researchers, companies, 
and journalists alike have increasingly investigated these questions, 
which are fundamental to understanding social media interactions 
and their implications for society. However, trust in social media 
is a complex concept, and there is conficting evidence about the 
antecedents and implications of trusting social media content, users, 
and platforms. More problematic is that we lack basic agreement as 
to what trust means in the context of social media. Addressing these 
challenges, we conducted a systematic review to identify themes 
and challenges in this feld. Through our analysis of 70 papers, 
we contribute a synthesis of how trust in social media is defned, 
conceptualized, and measured, a summary of trust antecedents in 
social media, an understanding of how trust in social media impacts 
behaviors and attitudes, and directions for future work. 
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• Human-centered computing → Human computer interac-
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1 INTRODUCTION & BACKGROUND 
Social media 1 has become an essential part of people’s daily rou-
tines. As of 2022, around 4.48 billion people use social media world-
wide; more than double the 2.07 billion people who used these 
platforms in 2015 [22]. A 2020 study showed that the average adult 
spent 180 minutes a day on social media, compared to 90 minutes 
in 2012 [41]. This large increase in social media use is particularly 
consequential because it infuences people’s attitudes, decision-
making, and behaviors [5, 25, 118]. A growing body of research 
has characterized how engagement on social media platforms, such 
as Facebook and Twitter, impacts health behaviors [39, 111] and 
political engagement [11], and how it infuences attitudes towards 
societal issues, such as climate change [113] and vaccine safety [47]. 
Given the centrality of social media in people’s daily life and the 
fact that our attitudes and behaviors are shaped by it, people have 
to decide which social media platforms, information, and users they 
can and should trust, with the understanding that not all trustees 
(i.e., who or what is being trusted) are credible online. 

As such, trust in social media, and a lack thereof, have become 
key topics of focus for researchers, businesses, and journalists alike. 
Over the past two decades, we have seen an increasing number 
of news articles [12, 100], reports (e.g., Twitter Investigation Re-
port [105]), and scholarly publications investigating how, why, 
and with what implications people do or do not trust social me-
dia [45, 84, 88, 99, 117]. As this body of work has grown, several 
challenges have simultaneously arisen. First, defning the concept 
of trust, characterizing how it is formed, and demonstrating how it 
impacts people is a complex endeavor. This complexity is evidenced 
by the lack of consensus on the meaning of “trust” in the context of 
social media”, the conficting results from prior research regarding 
who and what strengthens trust in social media, and the diverse 

1In this paper, we defne social media as any Internet-based platform that allows the 
creation and exchange of content, usually using either mobile or web-based technolo-
gies [71], such as Facebook and Twitter, etc. 
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impacts of trust on people’s behaviors and attitudes [16, 39, 118]. 
Beyond trust in social media, trust is an important concept that 
has been studied in HCI and other felds focused on information 
and technology. Prior reviews have systematically studied trust 
in several contexts, such as health information websites [57], mo-
bile commerce [90], and artifcial intelligence (AI)-enabled systems, 
including chatbots, robots, automated vehicles, and nonembod-
ied algorithms[3, 52]. Yet, we see that the antecedents of trust 
uncovered in these reviews vary across contexts. For example, a 
systematic review focused on mobile commerce [90] identifed a 
set of factors that infuence users’ trust, including service quality 
and perceived ease of use of the platform. On the other hand, in a 
review focused on trust in AI [52], the authors summarized a set of 
AI-related antecedents of trust, which included the level of automa-
tion used in the AI system and model performance. These existing 
reviews support the fact that trust is highly contextualized. As such, 
trust in social media is worthy of discussion and research in its own 
right. Despite a large body of work focused on trust in social media, 
we lack a synthesized understanding of the learnings, challenges, 
open questions, and implications for future work across this body 
of research. Such a synthesis is essential to support rigorous and 
impactful research moving forward. 

To address these challenges, we conducted a systematic review 
of prior research focused on trust in social media. Our work aimed 
to address four open research questions. 

First, trust is multifaceted and is a notoriously complex and 
nuanced concept [64], and the understanding of trust also largely 
depends on the domain of study [38, 103] 2. Moreover, the terms 
“distrust” and “mistrust”—two highly-related concepts to trust—add 
another layer of complexity to the understanding of trust. The 
argument is whether or not trust and distrust should be considered 
as one concept with two extremes or as two distinct concepts [16, 
38]. Therefore, there is a need for conceptual clarity in the context of 
trust in social media, to help focus, guide, and support comparisons 
between future work. Accordingly, our frst research question is: 
RQ1. How has existing work conceptualized and defned trust 
concepts (that include the concepts of trust, distrust, and 
mistrust) in social media? 

Second, a topic closely related to the defnitions of trust is the 
measurements of it. “Good” measurements should capture and align 
with the defnition of what is being measured in order to produce 
rigorous research [38, 51]. Accordingly, our next research question 
is: RQ2. How are trust concepts in social media measured 
empirically? 

Third, prior research in HCI and other felds has sought to de-
termine the antecedents of trust—that is, factors that can infuence 
trust [38, 96]. However, there is a lack of a synthesized understand-
ing regarding these antecedents of trust in social media. Specifcally, 
it is unclear the extent to which the antecedents of trust identifed 
in other contexts can be applied to social media, and what other 
unique antecedents may exist in this context. This lack of under-
standing constrains our ability to examine how to address the issues 
of trust surrounding social media (e.g., how to create interventions 
for social media that combat misinformation). Therefore, our third 

2Scholars such as Blomqvist [6] and Gefen et al. [29] have complied a list of diverse 
meanings of trust across the felds of social psychology, philosophy, economics, law, 
and marketing. 

research question is: RQ3. What are the antecedents of trust 
concepts in social media? 

Lastly, it is also crucial to understand how trust in social media 
impacts people—the consequences of trust in social media. Exist-
ing work has explored several ways in which trust in social media 
infuences people’s behaviors and attitudes [5, 25]. For example, 
prior work has found that people who held a higher level of trust 
in health information on social media tended to engage in health 
behaviors (e.g., preventive behaviors, like avoiding crowds during 
the COVID-19 pandemic) [112]. On the other hand, other work 
has shown that trust in the information found on social media 
negatively infuences people’s health behaviors (e.g., by increasing 
vaccine hesitancy) [18]. Given the varied and conficting evidence 
regarding the consequences of trust, there is a need for a compre-
hensive synthesis and analysis of this body of literature regarding 
how trust impacts people’s behaviors and attitudes. Accordingly, 
our last research question is: RQ4. What are the consequences 
of trust concepts in social media? 

In summary, given the complexity and ambiguity of the concept 
of trust in the context of social media, there is a need for a sys-
tematic review that maps the landscape of literature in this feld. 
In conducting such a review, our work seeks to identify common 
themes and challenges in terms of the defnition, conceptualiza-
tion, measurement, antecedents, and consequences of trust in social 
media. To ground our discussion for the remainder of the paper, 
here we list a few key terms that will be used throughout this pa-
per. Trustee refers to the party or the object to be trusted, whereas 
trustor refers to the party that makes the decision whether or not 
to trust [94]. Trust concepts include the concept of trust, distrust, 
and mistrust. 

Contributions. Our work seeks to demystify, disambiguate, 
operationalize, and defamiliarize the commonly-used terms of trust, 
mistrust, and distrust in social media. In so doing, we contribute 
to the development of descriptive power in this research area (i.e., 
our ability to study, make sense of, and report on issues related to 
trust in social media) and rhetorical power [36] (i.e., communicate 
as a research community about the key qualities of trust concepts). 
In so doing, we provide “building blocks” for future work that aims 
to make theoretical contributions (e.g., developing frameworks, 
models, and theories around trust in social media) and/or empirical 
contributions through investigations of trust surrounding social 
media. Specifcally, we contribute: (1) an understanding of current 
methodological trends in prior research on trust concepts in social 
media, such as research methods used, characteristics of studied 
populations, and social media platforms examined. Characterizing 
these trends will help guide the design of future studies, including 
work that investigates the understudied dimensions of this research 
space; (2) a comprehensive investigation regarding the defnitions, 
conceptualizations, and measurements of trust concepts in social 
media. Clarifying these fundamental concepts will help produce rig-
orous research. By laying out the defnitions and conceptualizations, 
we provide conceptual contributions that can help guide research 
to better describe the meaning of trust within social media research 
and name key aspects of the conceptual structure; (3) a synthesized 
understanding of the antecedents of trust in social media, as well 
as the consequences of trust in social media on people’s behaviors 
and attitudes. This understanding provides important insights into 
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strategies and interventions for increasing the trustworthiness of 
social media information, users, and platforms. In short, we hope 
that this review will serve as an important resource for guiding 
future studies focused on trust in social media. 

2 METHOD 
Our review includes the following steps: 1) developing the search 
strategy and performing the literature search, 2) conducting a title 
screening, 3) performing an abstract screening, 4) completing a 
full-text screening, 5) running a quality assessment, and 6) extract-
ing and analyzing the data. Figure 1 provides an overview of our 
searching process and related search results, adapted from a widely 
used fow diagram template, called the Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses (PRISMA) [76]. 

2.1 Search Strategy 
Databases: Our database search was conducted from October to 
November 2021. A total of six databases were included: ACM Digi-
tal Library, IEEE Xplore, SAGE Journals, ScienceDirect (Elsevier), 
Taylor & Francis Online (Tandfonline), and Emerald Insight. These 
databases were chosen because they are well-known digital libraries 
within the felds of social sciences and social media and contain a 
large amount of research related to trust in social media. 
Search Scope and Strings: We used the Boolean “OR” to combine 
alternate terms (case insensitive) within each scope regarding the 
social media platform(s) and used “AND” to join the major trust 
concepts. Specifcally, we apply the following search string to the 
metadata (including the title, keywords, and abstract) of the papers 
in each database: 

("social media" OR "facebook" OR "twitter" OR "insta-
gram" OR "reddit" OR "youtube" OR "whatsapp" OR 
"wechat") AND ("trust" OR "distrust" OR "mistrust") 

2.2 Title Screening 
We screened all search outcomes using a two-step process: a title-
abstract review and a full-text review. In the frst screening step, one 
researcher screened the titles and abstracts of each of the papers, 
dissociating relevant and irrelevant papers based on their congruity 
to our research questions outlined. Although there were 2780 re-
sults identifed in our search, some articles were populated more 
than once across multiple search strings, resulting in 135 duplicate 
articles being removed from our list. Thus, a total of 2,645 papers 
were reviewed. Titles were considered relevant if they included 
keywords relating to trust concepts and social media. Overall, 2178 
papers were excluded based on their title, meaning a total of 467 
papers held relevant titles to our research questions and were to be 
further screened. 

2.3 Abstract Screening 
One researcher read and analyzed the abstracts of the 467 articles 
to discern their relevance to the topic space. In other words, if the 
abstract established that the paper was related to social media and 
trust concepts, the paper was included in the full-text analysis. There 
were 229 articles removed during the abstract review, resulting in 
238 relevant articles remaining for the full-text screening. 

2.4 Full-text Screening 
Two researchers then closely examined the remaining 238 articles 
to determine the fnal inclusion of papers according to inclusion 
and exclusion criteria constructed by the researchers. 

Inclusion criteria. Studies that satisfed all of the following 
inclusion criteria were included: 1) the paper is based on empirical 
research, and 2) the paper examines trust concepts in social media. 

Exclusion criteria. Studies that met at least one of the following 
exclusion criteria were removed: 1) the article was not written in 
English, 2) the article was not peer-reviewed, 3) the article was 
an abstract, or an extended abstract, 4) the article was secondary 
research, such as review papers. 

The research team held regular meetings (e.g., weekly meetings 
and day-to-day online communication) to validate the inclusion 
and exclusion of articles. 

2.5 Quality Assessment 
We then assessed the quality of each article of the remaining papers 
in our corpus via critical appraisal tools, which provide analytical 
evaluations of the quality of each study through free and online 
checklists and worksheets [21, 54]. Each article was evaluated by 
two researchers independently. Any disagreement regarding the 
quality of the article was discussed until consensus was achieved. 
Three papers were marked as being “poor” based on our critical 
appraisal tools and were removed from the corpus of our review. 
After all the inclusion and exclusion criteria processes, a total of 70 
papers were included in our review 3. 

2.6 Data Extraction and Analysis 
To streamline and systematize the analysis, the research team it-
eratively developed a protocol to guide data extraction. Our pro-
tocol collected both general information about the study design, 
as well as specifc information relevant to our research questions, 
which aligns with review protocols suggested by prior work [62]. 
Specifcally, we recorded the following data: the author(s), year of 
publication, study location in which the research was conducted, re-
search questions (and hypotheses, if any), methodology and sample 
size, characteristics of the studied population, social media platform 
studied, the defnition of trust concepts, measurements used in each 
study, antecedents of trust, and consequences of trust. To assess 
the measurement of trust, we extracted all the questions related to 
trust concepts asked in prior work that included both quantitative 
and qualitative studies. We determine the antecedents and conse-
quences of trust based on the research questions and hypotheses 
(along with the rationale for proposing their hypotheses) provided 
in our surveyed papers. 

Two researchers independently extracted the information from 
each paper and recorded it into spreadsheets. A high inter-rater 
reliability (IRR), with a Cohen’s kappa (�) coefcient of 0.81, was 
achieved. Then the two researchers compared and discussed dis-
crepancies in data extraction to achieve a consensus. 

We then took several explanatory approaches for data analysis, 
such as frequency analysis. Specifcally, variables with similar di-
mensions across papers were clustered, and the total counts and 

3For a complete list of included papers and a summary of these papers, please refer to 
the supplemental material. 
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Reasons for full-text exclusion:

Extended abstract or shortened paper (n = 25)

Not focused on trust/ distrust/ mistrust (n = 49)

Not focused on social media (n = 68)

Literature review or meta-analysis (n = 8)

Lacks empirical studies (n = 15)

Low quality (n = 3)

Number of duplicate records removed
(n = 135) 

Records identified from databases 
(n = 2780) 

Records remaining after removing duplicates
(n = 2645)

Records remaining after title screening
(n = 467)

Records remaining after abstract screening
(n = 238)

Records excluded based on title
(n = 2178)

Records excluded based on abstract
(n = 229)

IDENTIFICATION

SCREENING

INCLUDED

Duplicates removing

Title screening

Abstract screening

Records included in our systematic review
(n = 70)

Full-text screening for eligibility

Figure 1: A PRISMA fow diagram [76] that describes the processes and steps of our review, as well as the number of records 
returned. 

percentages of articles in each cluster were calculated. Some dimen-
sions required categorization beyond one level, so nested clusters 
were used to designate these cases. These clusters are visualized in 
tables, line charts, heat maps, and Sankey diagrams in our results 
(section 3). 

3 RESULTS 
Our results revealed that the research topic focused on trust in 
social media has become more popular over time, as shown in 
Figure 2. Most of the papers in our corpus were published in the 
last fve years between 2017 and 2021 (n=54, 77%); the rest were 
from 2009 to 2016 (n=16, 23%). 

Below we present fndings related to the study design of our 
surveyed papers to overview the current status of research (subsec-
tion 3.1). Then, we describe the defnitions and conceptualizations 
of trust in social media (subsection 3.2), the measurements of trust 

2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

3

0

6

9

12

15

18

Number of studies

Year

Figure 2: A time-series chart shows the number of studies 
that examined trust in social media in our corpus from 2009 
to 2021. 

(subsection 3.3), the antecedents of trust (subsection 3.4), the conse-
quences of trust (subsection 3.5), and distrust and mistrust in social 
media (subsection 3.6). 
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3.1 Study Design 
3.1.1 Research Methods & Sample Size. The vast majority of sur-
veyed articles used a single research method (n=62, 89%), while 
the remaining used multiple methods (n=8, 11%). Table 1 provides 
the distribution of the specifc research methods used within the 
articles in our corpus, with statistics of the sample size data pro-
vided. Overall, survey methods were the most popular approach, 
followed by experimental studies; very few qualitative studies were 
conducted. 

3.1.2 Time Periods of Study. The majority of studies (n=67, 96%) 
were single time-point research (i.e., research carried out over a 
single period of time). Three studies (n=3, 4%) gathered data in two 
waves (i.e., time points) of measurement. 

3.1.3 Social Media Platforms. Table 2 shows an overview of the so-
cial media platform(s) examined among our surveyed studies. Most 
studies (n= 43, 61%) focused on a specifc platform(s), while the rest 
addressed social media as a general concept (n=27, 39%), utilizing 
questions and delineating fndings that pertained to social media in 
general. Among the specifc platform(s) examined, Facebook was 
by far the most commonly-reported individual platform, followed 
by Twitter, WeChat, Instagram, Weibo, YouTube, Snapchat, and 
others. 

Table 2: An overview of the social media platforms examined. 

Platform Number of Percentage 
studies of studies*% 

General 27 39% 
Facebook 13 19% 
Twitter 8 11% 
WeChat 4 6% 
Instagram 3 4% 
Weibo 2 3% 
YouTube 2 3% 
Snapchat 2 3% 
Others ** 7 10% 

*Total % is more than 100% as some papers used multiple methods. 

** If a platform was only examined by one study, then this platform 

was labeled as “others”. 

3.1.4 Study Population. Table 3 presents an overview of the total 
number of studies (with percentages provided) that include each 
(sub)category of participants’ characteristics. These demographics 
included sex and gender, race, ethnicity, and education. We report 
these characteristics to call attention to issues of diversity in HCI 
research [42]. We assert that it is critical to report demographic 
data, as individual characteristics may play a role in infuencing 
trust as we will see later in subsection 3.4. 

The most commonly-reported demographic data was geo-location, 
sex and/or gender, age, and education. In contrast, other dimen-
sions, such as race and ethnicity, income, and political afliation, 
were less commonly reported. In terms of the study locations, 
studies that examined populations in North America were the most 

popular, followed by Asia and Europe; few studies focused on peo-
ple in South America and Australia. Of the papers that reported 
participants’ sex or gender, sex (i.e., female, male) was far more 
assessed across studies than gender (i.e., women, men, etc.). Fur-
thermore, for papers that reported the race and/or ethnicity of 
participants (n=17), most of them (15 out of 17) studied populations 
in the United States. In terms of educational levels, most studies 
included participants with bachelor’s or graduate degrees compared 
to lower levels of education. 

Summary: Overall, our fndings suggest that research on trust 
in social media is an increasingly popular topic. Most studies in 
our corpus used a single research methodology, with surveys being 
most prominent, followed by experimental studies; few studies used 
qualitative research methods. Furthermore, almost all studies were 
single-time point studies, except for three survey studies that con-
ducted two waves of research. In terms of the studied populations, 
the most commonly-reported demographic characteristics were 
age and sex or gender, whereas race, income level, and political 
afliation were much less commonly reported. Additionally, more 
than half of the studies focused on specifc platforms rather than 
social media as a general concept with Facebook being the most 
popular. 

3.2 Defnitions and Conceptualizations of Trust 
Among the papers that focused on trust in social media, only about 
half of them (n=34, 49%) provided clear defnitions of trust con-
cepts 4. 

3.2.1 General Trends and Flows of Trust Definitions. Overall, our 
fndings suggest that the defnitions of trust in the context of social 
media were “adapted” from a wide range of defnitions ofered 
by early trust scholars. One of the most commonly-adopted trust 
defnitions (n=4) was from Mayer et al. [73], defning trust as “the 
willingness of a party to be vulnerable to the actions of another party 
based on the expectation that the other will perform a particular 
action important to the trustor, irrespective of the ability to monitor or 
control that other part.” Other commonly-cited defnitions of trust 
were from Moorman et al. [75] who defned trust as “a willingness 
to rely on an exchange partner in whom one has confdence” (n=2), 
and Gefen et al. [29] who defned trust as “a set of specifc beliefs 
in the integrity, benevolence, ability, and predictability” of a party 
(n=2). 

Figure 3 is a Sankey diagram that illustrates the overall fows 
of trust defnitions provided in our surveyed papers. This diagram 
helps (visually) understand some of the widely-used defnitions of 
trust adopted by prior work and how trust in the context of social 
media is built upon the existing literature. 

To further understand how trust has been defned, we frst con-
sider how prior work has conceptualized 5 the way in which trust 

4For cases where papers discussed trust defnitions (oftentimes in related work) but 
did not explicitly specify the defnition of trust that the research team adopted within 
their work (e.g., “in this paper, we defne trust as xxx” or “in our study context, trust 
refers to xxx”), we labeled them as having unclear defnition(s) in their study context.
5A conceptualization can be considered an abstract, simplifed view of trust. 
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Table 1: An overview of research methods used among studies in our corpus and a summary of sample size, including the 
minimum and maximum number of participants ([Min, Max]), Median, Interquartile Range (IQR), Mean, and Standard Deviation 
(SD). 

Sample Size 
———————————————————————————————-

Methods Number of studies* [Min, Max] Median IQR Mean SD 

Survey 
Experiment 
Interview 

61 
13 
6 

[37, 6383] 
[39, 2026] 

[4, 71] 

402 
203 
9 

493 
434 
9 

402 
203 
9 

1034 
592 
28 

*Some work used multiple methods. 

Willingness
(n=12)

Belief
(n=6)

Feeling secure/
comfortable

(n=4)
Confidence

(n=2)

Expectation
(n=2)

Perception
(n=2)

Decision
(n=1)

Rely on /
depend on
(n=8)

Be vulnerable
(n=5)

Another party
(n=18)

Information on
social media
(n=5)

Social media platform
(n=2)

Person providing info

Will perform a particular action
important to the trustor, irrespective
of the ability to monitor or control that 
other party
(n=4)

Inhibit it from engaging in 
opportunistic behavior
(n=4)

In whom one has confidence
(n=2)

Reliability, integrity 
(n=2)

Motives and behavior (n=1)

Accurate, complete, fair, timely (n=1)

Beneficial (n=1)

Capable, aspirational (n=1)

Honest, credible (n=1)

Take risks
(n=3)

Conceptualization AttributeTrusteeBehavioral State

(n=1)

Figure 3: A Sankey diagram that shows the fows of trust defnitions of our surveyed papers. Note that the symbol indicates 
the drop-ofs (or fows without a target node). 

manifests. Overall, trust has mostly been conceptualized as mani-
festing as a kind of willingness on the part of the trustor (n=12), fol-
lowed by a belief (n=6), feeling (n=4), confdence (n=2), expectation 
(n=2), perception (n=2), and decision (n=1). These conceptualizations 
were visually labeled as in Figure 3. Following these conceptual-
izations of trust are terms describing behavioral states invoked 
by trust (visually encoded as in Figure 3). These states consist of 
phrases, such as “rely on/depend on”, “take risks”, or “be vulnerable”. 
These conceptualizations and behavioral states create defnitions, 
such as “willingness to depend on”, “willingness to take risks”, or 
“willingness to be vulnerable”. Another component within each trust 
defnition is the trustee, which emphasizes what or whom is being 
trusted (encoded as in Figure 3). Most papers did not name a 
specifc trustee, instead opting to use the phrase “another party” 
as a general term to describe the trustee. Lastly, attributes that de-
scribe the characteristics of the trustee were also often provided 
within each defnition (labeled as in Figure 3). These attributes, 
in tandem with the trustee, create phrases, such as “information 

on social media is accurate, complete, fair, and timely” and “another 
party that has reliability and integrity”. 

3.2.2 Tailored Terms & Definitions in The Context of Social Media. 
In our corpus, 13 papers provided tailored terms and defnitions of 
trust in the context of social media, as shown in Table 4. Overall, the 
conceptualizations among these tailored defnitions were almost 
equally distributed between framing trust as a willingness, belief, 
feeling, and perception. The trustees included in each defnition 
help specify whom or what is being trusted. 

Summary: Less than half of the papers in our corpus explicitly 
defned trust, and very few studies provided tailored defnitions of 
trust in the context of social media, making the concept of trust 
ambiguous. Among the papers that did defne it, trust has been most 
commonly conceptualized as willingness, with some conceptual-
izations framing trust as a belief, feeling, confdence, expectation, 
perception, or decision. 
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Table 3: Number of studies (and associated percentages %) that reported specifc demographic characteristics of participants. 

Characteristics Options Number 
of studies 

Percentage (%) 
of studies* 

Sex or Gender Female & Male 56 80% 
Women & Men & Others 5 7% 
Not reported (neither sex nor gender) 9 13% 

Race African-American 13 19% 
American Indian 5 7% 
Asian 8 11% 
White 13 19% 
Other 1 1% 
Not reported 53 76% 

Ethnicity Latino/Hispanic 
Not reported 

9 
61 

13% 
87% 

Education High school or less 
Associate degree 
Vocational degree 
Diploma degree 
Some college 
Bachelor degree 
Graduate degree 
Other 

18 
3 
4 
6 
10 
22 
19 
1 

26% 
4% 
6% 
9% 
14% 
31% 
27% 
1% 

Not reported 26 37% 

Geo-location North America 23 33% 
Asia 19 27% 
Europe 
South America 

12 
2 

17% 
3% 

Australia 1 1% 
Multiple locations 
Not specifed 

5 
8 

7% 
11% 

Age Under 18 years old 
Between 18 and 60 years old 
Above 60 years old 
Not reported 

9 
55 
19 
15 

13% 
79% 
27% 
21% 

Income level** Reported 
Not reported 

17 
53 

24% 
76% 

Political ideology** Reported 
Not reported 

6 
64 

9% 
91% 

*Total percentage may be more than 100% as many papers reported multiple characteristics options of each category. 

**Low-level categorizations of income & political afliation were not included due to the inconsistency of reporting across countries and across papers. 

3.3 Measurements of Trust 3.3.1 Construct Validity: Mapping Definitions to Measurements. 
Our results showed that overall, only 47% of the studies mapped the Our results show that all but seven papers included detailed mea-
defnitions and/or conceptualizations of trust to the measurements. surements of trust that they utilized in their studies, refecting a 
For example, as described in subsection 3.2, “willingness” has been high level of transparency in the research. Below, we present results 
used the most often in our corpus to conceptualize trust. As such, on how well existing studies map their defnitions to their measure-
measurements of trust in these specifc papers intuitively should, ments (to ensure construct validity), a low-level categorization of 
at least in part, include a measurement of participants’ willing-trustee(s) in the context of social media when measuring trust, and 
ness [92]. However, surprisingly, none of the studies in our corpus the dimensions of trust. 
specifcally measured “willingness”. Instead of mapping trust mea-
surements directly to the defnitions specifed, papers in our corpus 
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Table 4: Tailored terms and defnitions of trust concepts in the context of social media (terms are sorted in alphabetical order): 
Similar to the color coding and dimensions described in Figure 3, text in orange suggests the conceptualization of trust (e.g., 
being conceptualized as “willingness”, “perception”, “belief”, and “expectation”), text in green represents the behavioral 
states (wherever applicable) following the conceptualization of trust, text in violet-red indicates the trustee , and text in blue 
shows the attributes of the trustee (wherever applicable). 

Trust terms Tailored defnitions 

“Information trust” Belief in the online information provided by an organization that is benefcial to an 
individual [56]. 

“Media trust” The perception that the information is accurate, complete, fair, and timely [55]. 
“Mistrust in news” Skeptical of the news source and defers the judgment [78]. 
“Online trust” The extent to which one feels secure and comfortable about relying on the information 

on social media [13]. 
“Platform trust” A psychological state in which a person has favorable views of others’ attributes [30]. 
“SNS trust” (Social media) users’ willingness to rely on others in whom they have confdence [81]. 
“Source trust” The extent to which the person providing the information is deemed honest or 

credible [80]. 
“Trustworthiness” Perceived believability of information [109]. 
“Trust in SNSs” Consumer’s willingness to trust the SNSs [50] 
“Trust” One’s willingness to depend on Facebook [70]. 

An implicit belief that refects online users’ confdence in the information platform [16]. 
The extent to which you feel secure and comfortable relying on the information [13]. 
The belief in others and in their posted articles on the Facebook website [115]. 

tended to ask general questions when measuring trust, such as “how 
much trust do you have on social media”. Similar issues are seen 
across the rest of the trust conceptualizations, as well. This mis-
alignment of defnitions to measurements diminishes the construct 
validity of trust (i.e., the extent to which the measure accurately 
assesses what it’s supposed to [7]). 

3.3.2 Trustee: The Party or The Object to be Trusted. The measure-
ments of trust across our surveyed papers focused on the following 
trustees in the context of social media: 1) information from social 
media, 2) social media users/groups (like Facebook groups), 3) social 
media platforms, and in some cases, a combination of two or more. 

Most measurements of trust specifcally focused on a single 
trustee, except for eight studies that integrated multiple trustee 
measurements into one variable. Specifcally, while these studies 
appear to use multiple survey questions to measure a single trustee, 
these questions in fact ask about more than one trustee. For example, 
in a set of questions intended to measure trust in a social media 
platform, some of these questions ask about the platform while 
others ask about users or information. Such scenarios introduce 
conceptual and empirical challenges. Specifcally, these measures 
introduce threats to construct validity in that they are not precisely 
measuring the type of trust the research is setting out to assess. 
Indeed, individuals may have difering levels of trust in the platform 
versus users and information on social media. As such, a measure 
that sets out to evaluate platform trust but that asks about infor-
mation and user trust as well is likely to yield a muddled and even 
inaccurate characterization of a respondent’s level of trust towards 
the social media platform. We will further discuss the issue of inte-
grating the measurement of multiple trustees into one variable in 
section 4. 

3.3.3 Dimensions of Trust in Relation to the Trustee. Trust is a 
multi-dimensional and complex construct [64], indicating that trust 
might be better understood through multiple dimensions. However, 
our results show that most of the studies adopted single-item mea-
surements (e.g., asking “how much do you trust information from 
social media” ), whereas far fewer used multi-item measurements. 
Broken down by trustee, 67% of studies that focused on trust in 
information from social media, 88% of studies that focused on trust 
in social media users, and 84% of studies that focused on trust in 
social media platforms adopted single-item measurements when 
evaluating trust. 

For studies that adopted multi-item measurements, we visualize 
the dimensions of trust relative to the three main trustees, as shown 
in Figure 4. We can see that there are a large variety of dimensions 
used to measure trust, ranging from integrity to usefulness. A few 
of these dimensions were directly borrowed from early trust lit-
erature, such as integrity (e.g., making good faith agreement) and 
benevolence (e.g., caring and being motivated to act in one’s interest 
rather than acting opportunistically) [43]. 

On the other hand, in the context of social media, the dimen-
sions used to measure trust have expanded, broadening in attempts 
to better characterize trust. Relatedly, the frequency of each trust 
dimension difers among trustees. For example, reliability and accu-
racy were often used when describing information, while integrity 
and trustworthiness were often used when describing social media 
platforms. Additionally, we also note that the measurements used 
in the studies overall do not align with their defnitions. 

Summary: We found a variety of issues within trust measure-
ments in the context of social media: 1) most studies failed to 
map defnitions to measurements, hurting construct validity; 2) 
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Figure 4: A heat map that visualizes the distribution of trust dimensions relative to the trustee. The darker the color, the greater 
number of studies that have examined the particular dimension of trust. The number inside the square 5 represents the total 
number of studies for each case. 

many studies imprecisely specifed the trustee (e.g., information 
on social media, social media users/groups, and/or social media 
platforms), further ambiguating trust in social media; and 3) most 
studies adopted a single-item measurement of trust compared to 
multiple-item, regardless of the fact that trust is a multi-dimensional 
phenomenon. 

3.4 Antecedents of Trust 
As shown in Figure 5, antecedents of trust identifed within the 
papers of our review were organized into 1) trust antecedents re-
lated to specifc characteristics of the trustor, which we call de-
mographic antecedents (n=13); 2) trust antecedents related to the 
interaction and/or relationship between trustor and trustee, which 
we call trustor-trustee interaction antecedents (n=29), and 3) trust 
antecedents related to specifc characteristics of the trustee, which 
we term trustee-related antecedents (n=21). We identifed these an-
tecedents of trust based on the hypotheses and assumptions de-
scribed in the studies in our corpus. Note that the majority of studies 
examining the antecedents of trust in our corpus utilize observa-
tional or survey methodology, limiting any causal conclusions that 
can be drawn from the research. 

3.4.1 Demographic Antecedents. Below we describe demographic 
antecedents examined by prior work, including age, gender, race 
and ethnicity, education, income, health literacy, political ideology, 
and geo-location. 

Age. Overall, there is mixed evidence on whether age impacts 
one’s trust in information on social media, as well as trust in other 
social media users. Only two studies found that age is associated 
with people’s trust. Specifcally, one study found that older adults 
with low eHealth literacy (i.e., the skills to seek, fnd, appraise, 
and evaluate health information from electronic sources to address 
health concerns and make health decisions) had a higher level of 
trust in health information from Facebook [77]. Likewise, another 
study found that older participants are more likely to trust Face-
book [91]. However, other studies did not fnd age to be a signifcant 
antecedent of trust in information from social media [95, 122] nor 

to be a signifcant antecedent of trust in online groups on social 
media [26, 69]. 

Gender. In general, our results show that gender was not a 
signifcant antecedent of trust in information [95, 122], trust in 
online social media groups [69], nor trust in social media plat-
forms [27]. One study did, however, fnd that transgender groups 
were more likely to distrust all social media platforms examined in 
their study [91]. 

Race and ethnicity. Overall, studies in our corpus suggest 
that race and ethnicity were important antecedents of trust. Three 
studies focused on Black/African American populations, and one 
examined Asian populations. For example, Woko et al. found that 
Black/African Americans trusted social media for COVID-19 in-
formation signifcantly more than other populations [111]. Like-
wise, another study showed that Black/African Americans with 
low eHealth literacy had high perceived trust in YouTube and Twit-
ter [77]. Furthermore, Spence et al. found diferences in perceived 
credibility depending on the race of the profle owner and the race 
of participants [97]. Specifcally, social media profles with African 
American avatars were viewed as more trustworthy when post-
ing information online, and African American participants rated 
all avatars as more trustworthy than White participants. On the 
other hand, one study suggested that Asian/Asian American par-
ticipants had higher trust in social media prescription medication 
advertisements than participants of other races [26]. 

Education. One study examined the education levels of par-
ticipants as a potential trust antecedent [95] and found that as 
education increased, the perceived credibility of Tweets decreased. 

Income. One study examined income levels as a potential trust 
antecedent [91]. This study found that lower-income groups (in 
the United States) trusted Facebook and Instagram more than other 
platforms to achieve fair resolutions after online harassment [91]. 

Health literacy. One study examined health literacy as a poten-
tial trust antecedent [77]. This study found that older adults with 
low health literacy had high perceived trust in Facebook but low 
perceived trust in online groups [77]. 
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Figure 5: An overview of antecedents of trust in social media. 
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Political ideology. Results from two studies suggest that per-
sonal political ideology or political afliation infuences partici-
pants’ trust in information from social media [5, 53]. For example, 
Karlsen et al. found that Conservative supporters (a center-right 
party in Norway) found the news on social media less credible than 
Labour supporters (a center-left political party in Norway) [53]. 

Geo-location. Three studies found geo-location to be an an-
tecedent of trust in social media platforms [66, 79, 95], indicating 
that cultural diferences play a role in infuencing trust in social me-
dia. For example, Lin et al. [66] found that youth in Hong Kong held 
a higher level of trust towards health-related information on social 
media, as compared to youth in the U.S. Another study [79] com-
paring American to Ukrainian participants found that Ukrainians 
who trusted a social media platform (i.e., Twitter) often transferred 
and generalized this trust to the profles of commercial brands on 
that platform. Americans, however, did not. 

3.4.2 Trustor-trustee Interaction Antecedents. In addition to demo-
graphic antecedents, trust antecedents related to the interaction 
between the trustor and trustee were found across papers in our 
corpus—a category we termed trustor-trustee interaction antecedents. 
For example, an individual’s social media use may rely on that in-
dividual’s (trustor’s) relationship with the social media platform 
(trustee). These interactions and/or relationships involve both the 
trustor and trustee, diferentiating this category of antecedents 
from the others. Within the papers in our corpus, trustor-trustee 
interaction antecedents include social media use, familiarity (with 
the trustee), prior experiences and attitudes, risk factors involved 
in interacting with the trustee, perceived benefts of interacting 
with the trustee, homophily, and social ties. 

Social media use. Social media use, which is often measured 
by the amount of time someone spends on social media, is the 
most commonly-examined antecedent. Overall, there is mixed ev-
idence on whether social media use infuences trust in informa-
tion on social media. Several studies indicate that the more fre-
quently people used social media, the higher level of trust they 
had [4, 49, 55, 114, 121]. However, two studies provided contradic-
tory results, suggesting that higher usage of social media decreases 
trust [53, 78]. Additionally, another study found that individual 
levels of social media engagement did not signifcantly predict trust 
in social media groups [69]. 

In a similar vein, one study examined the concept of “perceived 
critical mass”, defned as the degree to which a person believes 
that most of their peers are also using the same platform [67]), as 
a trust antecedent. This study found that perceived critical mass 
was positively related to users’ trust in the social media platform, 
WeChat [34]. 

Familiarity. Familiarity, in the context of our corpus, refers 
to the knowledge and recognition of the trustee. Similar to social 
media use, there is mixed evidence that familiarity with the trustee 
(e.g., an information source) infuences people’s trust. Two studies 
suggest that knowledge of and familiarity with a source, including 
social media contacts known personally, were essential trust an-
tecedents [19, 25]. However, indicators of trust are not necessarily 
antecedents, as familiarity with a platform is necessary but not 
sufcient for trust [24]. This is because reputable but unfamiliar 
sources are likely to receive unnecessarily low trust scores from 

participants, as people were unacquainted and thus suspicious of 
these sources [24]. Additionally, one study found that participants 
did not necessarily fnd information about COVID-19 to be more 
trustworthy if the post came from a familiar source, such as a friend 
or family member [104]. 

Prior experiences & attitudes. People’s prior experiences with 
and attitudes towards the trustee infuence their perceptions of that 
trustee and have been shown to be essential antecedents of trust in 
information found on social media [5, 31, 32, 40, 122]. For example, 
Baxter et al. found that participants drew on personal experiences 
when determining the reliability of information found on social 
media [5]. Similarly, Glasdam et al.’s qualitative study found that in-
dividuals’ personal experiences infuenced how people diferentiate 
between COVID-19 misinformation and factual information [32]. 

Prior experiences and attitudes have also been shown to infu-
ence people’s trust in the social media platforms themselves. For 
example, Kumar et al. found that prior positive experiences on 
Facebook were positively related to trust in the platform [59]. Like-
wise, two studies found that user satisfaction with a social media 
platform was associated with increased trust in it [33, 34]. Further-
more, prior experiences are also highly related to an individual’s 
perceptual bias (i.e., assumptions made when assessing the degree 
of bias that information has on social media). One study found that 
participants perceived political news from social media as more 
biased than political news from other platforms, such as radio or 
TV, contributing to lower levels of trust in social media [55]. 

Perceived benefts. Higher levels of perceived benefts, such 
as perceived entertainment benefts and/or social support from 
social media, help increase trust in social media platforms. For ex-
ample, one study found that individuals who believed that they 
received practical and social benefts from a social media platform 
had increased trust towards that platform [50]. This same study 
also suggested that perceived entertainment benefts (e.g., brows-
ing social media for fun or relaxation) did not infuence trust in 
social media platforms [50], and perceived entertainment was not 
a predictor of trust in information on social media. These fndings 
indicate that social media users were unlikely to miscategorize 
entertaining content with credible and/or trustworthy content on 
social media. Additionally, Ma et al. found that general perceived 
social support from a group on social media was associated with 
trust in that group [69]. 

Risk factors. Work has explored several nuances that exist 
between risk factors and trust, including the impact that perceived 
risks, risk-taking attitudes, and privacy-related risks have on trust. 
For example, risk-taking attitudes, such as sharing thoughts with 
group members on social media, were found to increase trust in 
those Facebook groups [69]. Furthermore, encountering perceived 
risks on a social media platform, such as coming across a seemingly 
fraudulent account, signifcantly reduced users’ trust in acquiring 
information from that platform in general [74]. Finally, Malik et al. 
found that privacy awareness, or the cognizance and understanding 
of various aspects of privacy on social media, positively infuenced 
users’ trust in Facebook [70]. 

Homophily. There is mixed evidence regarding the infuence 
of homophily, defned as how similar an individual is to others 
in the group, on trust in social media users/groups. Specifcally, 
Ma et al. [69] found that homophily was not predictive of trust 
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in Facebook groups. Yet, Leonhardt et al. [61] suggested that ho-
mophily was positively related to trust in other Facebook users. 
One potential explanation for the discrepancy in results from these 
two studies may be the diferences in measurements. Major dif-
ferences exist between the measurements of the two studies, as 
one study [69] assesses group-based trust (by asking to what extent 
participants agree with the statement that “other members of this 
group are honest”). In contrast, the other [61] assesses individual-
based trust (by asking if an individual participant has confdence in 
a particular person on social media). In a diferent context, Pentina 
et al. [79] found that Twitter users who believed their personality 
traits aligned with Twitter’s online brand personality were more 
likely to trust Twitter in general. This is because trust is cultivated 
among members who believed their own identities aligned with 
the specifc social media brand’s identity, according to Pentina et 
al. [79]. 

Social ties. Social ties are the (perceived) strength of social re-
lationships within an individual’s social networks [44] and can 
be categorized into either strong or weak ties [35]. Three studies 
in our corpus suggested that social ties were a signifcant trust 
antecedent [34, 34, 109], whereas one study in our corpus dis-
agreed [26]. Wang et al. found that participants’ trust towards 
information on social media is directly correlated with the social 
ties between the participant and the profle that posted the infor-
mation [109]. Likewise, Gong et al. found that social ties among 
members of WeChat played an important role in trust in the WeChat 
platform in general [33, 34]. 

3.4.3 Trustee-related Antecedents. Another type of antecedent of 
trust has to do with the attributes and characteristics of the trustee; 
an antecedent category we named trustee-related antecedents. 

Transparency. One trustee-related antecedent of trust revolves 
around the transparency of the trustee (e.g., information). In this 
context, transparency is defned as the disclosure of source materi-
als during information production. In general, our fndings suggest 
that transparency is associated with higher trust in a trustee. In a 
number of studies, transparency has involved presenting informa-
tion alongside the URL of the original source, which signifcantly 
increased people’s trust in that information [5, 13, 24, 25, 40, 109]. 

Social credibility. The popularity behind a piece of information 
on social media, often measured by the number of likes, comments, 
and shares the post has, is also known as social credibility. Unfor-
tunately, using source credibility as a way to assess the validity of 
information online can often lead to the dissemination of unverifed 
information [101]. According to a few studies in our corpus, this is 
because social credibility increases individuals’ trust in information 
found on social media [4, 109]. The authors explained that perceived 
social credibility decreases users’ verifcation behaviors online, as 
information shared by others in one’s network is more likely to be 
perceived as credible and, thus, less likely to be personally verifed. 

Content & writing style. Additionally, the content and writing 
styles of information online are commonly-examined factors that 
infuence trust. This can include the specifc topics that are writ-
ten about (e.g., informational vs. entertaining information; health 
vs. political topics) [17, 31, 56, 77, 122] and how these topics are 
introduced and discussed (e.g., wording) [25, 40, 56, 95]. Further-
more, the level of detail of the content also infuences people’s trust 

in information. For example, in the context of e-commerce, Sari 
et al. [89] found that Facebook pages containing detailed product 
information signifcantly increased users’ trust in that page. And 
yet, another study found that the level of detail of an advertisement 
on Facebook was not directly correlated with participants’ trust 
in the Facebook platform as a whole [23]. The study found that 
Facebook advertisements with a medium level of detail led to more 
trust in the platform than advertisements with a high level of detail 
(the assessment of levels of detail was determined by participants), 
especially if the detailed advertisement was highly personalized 
based on users’ online activities (e.g., the websites they visited). 

Visual & emotional appeal. Multi-media and visual compo-
nents embedded into information online can also increase users’ 
trust in that information. This is because these components often in-
voke positive emotional sentiments among users, which contributes 
to increased trust in that information [13, 40, 56]. According to the 
authors, this increase in trust can be attributed to gratifcation the-
ory, as visually- and emotionally-appealing stimuli better satisfy 
users’ media needs, leading to more trust [56]. 

Contextual factors. Contextual factors, including the relevancy 
of information[13], the timeliness of information [13, 14, 46], and 
the perceived usefulness of information, positively infuence trust 
in information from social media. However, one study focused on 
COVID-19 information behaviors on social media found that the 
timeliness of information had no signifcant efect on information 
trust [104]. 

Social group attributes. Our review also shows how group 
factors can infuence people’s trust in online groups. For example, 
Ma et al. [69] examined group diferences in trust within Facebook 
groups. Their study found that group size was the most signifcant 
predictor of trust in Facebook groups, as trust was inversely cor-
related with the group size. Likewise, group tenure, or how long a 
group has existed and operated on social media, was also shown 
to predict trust in social media groups. Specifcally, the longer the 
group tenure, the more trust users placed in that group. Finally, 
the group category was shown to be another antecedent of trust, 
as users often trusted family/friend groups more than interest- or 
location-based groups. 

Platform diferences. Prior work comparing trust across dif-
ferent social media platforms has collectively suggested that people 
hold diferent levels of trust in each platform [19, 27, 77, 109]. This 
fnding highlights the nuanced diferences that exist between plat-
forms that are often overlooked in social media research. These 
results collectively call into question the notion of generalized trust 
in social media, as users’ trust across platforms can drastically dif-
fer. In essence, the distinct features, characteristics, and limitations 
present among each individual platform need to be more heavily 
considered in the future, as there is no “one size fts all” in trust 
and social media research. 

Summary: The antecedents of trust in social media in our corpus 
were grouped into 1) demographic antecedents, 2) trustor-trustee 
interaction antecedents, and 3) trustee-related antecedents. For 
the demographic antecedents, age and gender were the most 
commonly-examined factors. Yet, both of these factors had mixed 
evidence across papers as to whether or not they were signif-
cant trust antecedents. Unlike age and gender, race and ethnicity, 
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geo-location, and political ideology were found to be important 
antecedents of trust across studies. Very few studies examined edu-
cation, income, and health literacy (in the context of health-related 
information) as demographic antecedents. Furthermore, among the 
trustor-trustee interaction antecedents, social media use was 
the most prevalent factor examined, followed by prior experiences 
and attitudes, familiarity with the trustee, and risk factors; fewer 
studies explored social ties, homophily, and perceived benefts as 
antecedents of trust in social media. Besides prior (positive) experi-
ences and attitudes, which have been shown to positively infuence 
trust in social media across studies, there is mixed evidence as 
to whether these trustor-trustee interaction factors are truly trust 
antecedents. These results indicate that no consensus has yet been 
achieved regarding what factors (might) infuence people’s trust 
in social media, necessitating more research moving forward. Fi-
nally, regarding the trustee-related antecedents, factors such 
as transparency (availability of URLs to information sources), so-
cial credibility of information, and visual and emotional appeal 
embedded into information overall positively infuenced trust in 
social media information. In terms of social group attributes, the 
smaller the social group and the longer the group tenure, the more 
trust users placed in the social group. Studies also found that so-
cial group category and platform diferences infuence people’s 
trust in information from social media platforms. Nuanced features 
and characteristics of the trustee, such as the specifc social media 
platform used, the nature of the social media group, and the char-
acteristics of the individuals sharing the information online, are 
essential to unpack to better understand trust. 

3.5 Consequences of Trust 
As compared to papers that measured the antecedents of trust, fewer 
studies (n=23) in our review investigated the consequences of trust 
in social media. By consequences of trust, we refer to changes in 
users’ attitude or behavior as a result of trusting information found 
on social media, other social media groups/users, or the social media 
platforms themselves. These consequences can be categorized into 
three broad dimensions: online behaviors, ofine behaviors, and 
attitudes spurred by trust, as shown in Figure 6. Similar to what we 
mentioned about the fndings on trust antecedents, it is important 
to note that most studies that examined the consequences of trust in 
social media utilized observational or survey methodology, which 
ultimately limits any causal conclusions that can be drawn from 
the research. Nevertheless, based on the theories, hypotheses, and 
assumptions proposed by each relevant paper, we characterize the 
consequences associated with trust in social media. 

3.5.1 Online Behaviors. Online behaviors encompass a wide range 
of information-technology-mediated interactions and activities. 
These include social media use, which is typically measured by 
the frequency of using social media for information; information 
sharing, which is characterized by users’ likelihood of sharing news 
and/or posts on the social media platform; information seeking, 
which pertains to the conscious efort to acquire information to 
bridge a knowledge gap; and information verifcation, which refers 
to evaluating the trustworthiness of information. 

Social media use. The studies in our corpus show that trust in 
the information on social media [2, 65], as well as trust in the social 
media platforms themselves [33, 79], both play a role in increasing 
people’s use of social media. However, as previously mentioned, 
there is mixed evidence on whether social media use infuences trust 
in information on social media. This suggests that the directionality 
of this relationship may be important to consider and should be 
further assessed in future research. 

Information sharing. All the studies in our corpus suggest that 
trust in the information on social media [10, 56, 65, 68] and trust 
in the platforms themselves [30, 59, 66, 70] positively infuence 
people’s intention to share information, news, and opinions on 
social media [122]. 

Information seeking. Hether et al. [39] aimed to examine if 
trust in a social media platform was positively associated with 
information-seeking behaviors on the platform. However, no sig-
nifcant efect was found. On the other hand, one study found that 
trust in other social media users positively infuenced participants 
to seek user-generated product information on social media [61]. 

Information verifcation. Verifcation behaviors include activi-
ties such as checking information completeness and comprehensive-
ness, searching for additional sources to validate the information, 
considering the biases/agenda of the original authors, and inves-
tigating if the information was current and up-to-date, were all 
unafected by users’ trust in information [4]. One study found that 
trust in information on social media does not afect user verifca-
tion behaviors, though this trust decreases users’ probability of 
verifying fake news on social media [4]. 

3.5.2 Ofline Behaviors. Trust in social media not only infuences 
people’s online behaviors but also afects people’s ofine behaviors. 
Ofine behaviors studied in our corpus include health behaviors (i.e., 
actions individuals take that afect their health) and participation 
in events outside of social media. 

Health behaviors. Overall, there is mixed evidence on how 
trust in information from social media infuences people’s health 
behaviors. For example, one study showed that trust in information 
from WeChat signifcantly predicted people’s level of compliance 
with health behaviors (e.g., performing preventive measures to mit-
igate risks of getting coronavirus) [112]. However, this same study 
also found that trust in information from Weibo (another social 
media platform) is negatively associated with people’s compliance 
with health behaviors [112]. These contradictory fndings suggest 
that people’s health behaviors and levels of compliance were depen-
dent on the social media platform that was utilized. Additionally, 
one study has found that trust in health information on social me-
dia is positively associated with users’ mental health (e.g., being 
happier about pregnancy [39]). 

Participation. Ofine participation in events has also been 
shown to be afected by trust in the information on social me-
dia. For example, high levels of perceived trust in event information 
on social media increases users’ willingness to participate in that 
event ofine [56]. 

3.5.3 Atitudes. In addition, a few studies have examined how 
trust in social media infuences specifc attitudes, such as social 
media users’ privacy concerns, branding beliefs, and persuasion 
knowledge. Specifcally, Kumar et al. [59] suggested that trust in 
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Figure 6: An overview of how trust infuences people’s online and ofline behaviors and attitudes. 

Facebook signifcantly impacted privacy concerns about Facebook. YouTube content creators [20] and certain fan pages [87] positively 
Other work found that trust in social media platforms has a posi- infuenced branding beliefs and loyalty. Furthermore, Chen et al. 
tive infuence on people’s brand trust (defned as the willingness found that trust in Facebook signifcantly reduced people’s per-
of the average consumer to rely on the ability of a brand to per- suasion knowledge, or the awareness of and skepticism toward 
form its stated function) and on people’s online advertising atti- messages and advertisements [15]. 
tudes [50, 79, 110]. Additionally, two studies found that trust in 
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Summary: Unlike the mixed results regarding the antecedents 
of trust in social media, the results gathered from papers that ex-
amined the impacts of trust on people’s behaviors and attitudes 
tended to be more consistent. Our fndings show that trust in social 
media signifcantly positively impacts people’s online behaviors 
(e.g., social media use frequency, intention to share information 
and news on social media) and ofine participation in events. How-
ever, trust in social media negatively infuences users’ information 
verifcation behaviors (i.e., the probability of verifying fake news 
seen on social media). Additionally, there is mixed evidence as to 
how trust in social media infuences people’s health behaviors. 

3.6 Distrust and Mistrust in Social Media 
In our corpus, no paper solely examined distrust or mistrust in 
social media. A total of 16 papers mentioned both trust and distrust. 
Among these 16 papers, most of them (n=13, 81%) viewed trust and 
distrust as two extremes of the same dimension and did not specif-
cally examine distrust (only briefy mentioned distrust). Only two 
papers [16, 40] specifcally examined both trust and distrust, and 
both studies considered trust and distrust as two distinct concepts. 
Furthermore, we found that one study [5] considered mistrust to 
be the opposite of trust. 

Below we examine the two studies that specifcally examined 
trust and distrust. Cheng et al. [16] assessed trust in Facebook 
by measuring integrity and competence, while also assessing dis-
trust in Facebook by measuring skepticism and vulnerability. Their 
study [16] shows that trust and distrust in Facebook concurrently 
and distinctly infuenced users’ intensity of use. Furthermore, trust 
had a stronger impact on use intensity of Facebook than distrust. In 
other words, the degree to which distrust decreased Facebook use in-
tensity was not as signifcant as the degree to which trust increased 
use intensity. Another experimental study [40] focused on “false 
trust” and “false distrust” as two kinds of errors in trust. In their 
study context, false trust refers to incorrectly trusting information 
even though it should not be trusted, whereas false distrust refers 
to incorrectly distrusting information even though the information 
was credible. Their study explored how high-school students pro-
vided trust ratings for online news, focused on high-school students. 
The authors found that participants’ general belief on trusting oth-
ers can predict their trust rating of a Facebook post, and suggested 
interventions for those prone to false trust and false distrust. 

4 DISCUSSION 
We summarize our fndings in Figure 7, which shows an overview 
of research threads related to trust in social media, as well as rec-
ommendations for future work. This fgure highlights the three 
trustees existent in trust and social media research, including 
information on social media, social media users, and P social 
media platforms. It is crucial for researchers to clearly defne who 
and what the target(s) of trust are and create measurements that 
assess these trustees accordingly. This fgure also emphasizes that 
future research should clearly defne the relationship between trust 
concepts and the antecedents and consequences of trust. Addition-
ally, Figure 7 conveys the importance of utilizing methods beyond 
surveys, to enable more nuanced investigations of these relation-
ships. Collectively, Figure 7 and the other diagrams presented in 

this paper (Figure 5 and Figure 6) provide an organization and 
characterization of key antecedents and consequences of trust in 
social media that have been studied in prior work. The synthesis of 
prior work and conceptual mappings in these diagrams can help 
guide future empirical study design, the creation of trustworthy 
social media platforms, content, and interventions, and analytic 
comparisons of future work to prior studies in this area. 

Below, we describe in detail the research gaps and future research 
opportunities that should be explored to 1) concisely conceptualize 
and measure trust and distrust (subsection 4.1), 2) turn attention to 
the temporal facets of trust (subsection 4.2), 3) expand the scope of 
what is studied in the context of social media trust (subsection 4.3), 
and 4) design future social media information, systems, and inter-
ventions (subsection 4.4). This discussion can help guide future 
work in HCI and related felds that seek to deepen our understand-
ing of how and why people trust social media, the consequences of 
such trust, and implications for the design of social media platforms, 
content, and interventions. Finally, we conclude by addressing eth-
ical considerations in this feld of research (subsection 4.5). 

4.1 Conceptualizing Trust Concepts 
Defning and measuring trust in social media. Our results show 
that more than half of the surveyed papers did not provide clear 
defnitions of trust and/or did not contextualize the trustee in the 
context of social media. Unaddressed, we argue that these issues will 
undermine future research, as ambiguous trust defnitions and/or 
trustees make it challenging to interpret and compare fndings 
across studies. Therefore, future work should clearly specify the 
context and the trustee in the defnition of trust. 

Furthermore, we advocate for future research to ensure that trust 
defnitions align with and guide the trust measurements used in 
each study, as proper translation of trust into assessment is para-
mount to ensure construct validity. Our results have shown that 
trust in social media covers a diverse set of conceptualizations, such 
as a willingness of the trustor, a feeling, and a decision. Electing 
to use one conceptualization over another will infuence how trust 
is measured and, consequently, will afect the output of the study. 
Choosing a proper conceptualization and defnition is largely de-
pendent upon the research goals. For example, if conceptualizing 
trust as a “willingness to be vulnerable”, then a measure is needed 
that assesses a participant’s level of “willingness” and the nature 
of that “vulnerability”. By specifying the precise conceptualization 
and defnition of trust, more pointed research questions arise. For 
example, following our previous example of trust being defned as 
a “willingness to be vulnerable”, particular questions emerge, such 
as what characteristics of content lead trustors to develop an open-
ness to being vulnerable? How do these characteristics potentially 
vary between social media platforms? How is this vulnerability 
manifested in the trustor? And what are the implications of being 
vulnerable in this way? These pointed questions invite more nu-
anced and informative answers and encourage more qualitative 
methodology outside of just surveys and/or experiments. Prior 
research has shown the subtleties that can be uncovered using qual-
itative research when assessing the meaning of trust and how trust 
is formed in the context of social media [118]. Therefore, qualitative 



CHI ’23, April 23–28, 2023, Hamburg, Germany Zhang et al. 

Trust 
in social media

Measurement of Trust
(relative to the trustee)

Characteristics 
of Trustee

DEFINE,
CONCEPTUALIZE,
& MEASURE

Information

Platform
Users (or groups)

P

Information

Platform
Users (or groups)

P

ANTECEDENTS
i.e., what factors impact 
people's trust in social media?

CONSEQUENCES
i.e., how does trust in social 
media influence people?

Trustor-Trustee 
Relationship

Demographics 
of Trustor

Definition & conceptualization
should map 

Age
Gender
Race & Ethnicity
Income
Health Literacy
Political ideology
Geo-location

Social media use
Information sharing
Information seeking
Information verification

Health behaviors
Event participation 

Privacy concerns
Branding beliefs
Knowledge

Social media use 
Familiarity
Prior experiences & attitudes
Risk factors
Perceived benefits
Homophily
Social ties

Transparency 
Social credibility
Content & writing style
Visual & emotional appeal
Social group attributes
Platform differences

Online 
behaviors

Offline 
behaviors

Attitudes 

Overall recommendations for future work:
1. Define &
    Measure:

2. Methods:

Clearly define who and what the target(s) of trust are.
Operationalize and measure trust using multiple dimensions to adequately capture the complexity of trust.

5. Ethics:

Consider alternative methods, including qualitative & mixed methods 
(rather than defaulting to the most commonly-used approach—surveys).

3. Temporality:

4. Scope:

Examine the evolution of trust, which may require longitudinal research. 
Explore trust transference mechanisms: how trust is transferred from one entity to another.
Broaden research to include investigations of alternative social media platforms, additional 
antecedents and consequences of trust, and distrust.

Expand the populations of study.
Investigate the social, ethical, and legal boundaries of social media platforms. 
Explore policy and other approaches to encouraging ethical practices amongst social media 
platforms and content creators.

A Conceptual Framework of Trust in Social Media

Figure 7: A conceptual framework characterizing key areas of focus when studying trust in social media, and overall recom-
mendations for future work. 

research outcomes could be further used to generate measurements, 
models, and theories for future work. 

Examining the relationship between trust, distrust, and 
mistrust in social media. Our results also show that very few 
papers explored distrust or mistrust in social media. On top of that, 
of the papers that did mention both trust and distrust, most con-
sidered trust and distrust to be two opposites of one concept. Yet, 
outside of the feld of HCI, many trust scholars have advocated for 
the notion that trust and distrust should be treated as two distinct 
concepts, rather than opposites [16, 38, 63, 102]. For example, in 
the context of political trust, Jennings et al. [48] diferentiate these 
concepts by describing the diverging attitudes and behaviors that 
accompany trust versus distrust. Specifcally, when people trust a 
political system, they have accompanying feelings of confdence in, 

and commitment toward, that system. In contrast, these same re-
searchers explain that distrust comes with a separate set of attitudes 
that are more than just the opposite of the attitudes that accom-
pany trust [48]. Rather, distrust in political systems is accompanied 
by negative emotions, such as contempt, insecurity, fear, anger, 
alienation, and cynicism [48]. While trust may inspire loyalty to a 
system, distrust can foster disengagement from, or even rebellion 
towards, that same political system. Although researchers have 
conducted conceptual work to explicate the difering meanings and 
implications of trust and distrust in political domains, such work 
has been sparse in the context of social media research. 

Furthermore, in terms of mistrust, our fndings show that only 
one study in our corpus examined mistrust and the study considered 
mistrust as the opposite of trust [5]. However, some trust scholars 
have argued that mistrust is misplaced trust whereby a trustee 
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“defaults” or betrays a person’s trust (and mistrust does not imply 
the opposite of trust) [72]. Therefore, more research is needed to 
investigate the relationship between trust, distrust, and mistrust in 
social media, the dimensions of each, the nuances of the ways in 
which people’s trust, distrust, and mistrust are formed, as well as 
the attitudes and behaviors that these trust concepts in social media 
invoke. Ignoring distrust and/or mistrust in social media may yield 
incomplete estimates regarding the consequences of trust [102]. 

4.2 Attending to Temporal Facets of Trust 
Shifting attention to the evolution of trust in social media. 
Our results show that almost all studies in our corpus used study 
designs involving data collection at a single time point. In contrast, 
only three studies conducted the two-wave measurement, and no 
studies in our corpus have adopted a longitudinal approach to un-
derstanding the temporal facets of trust in the context of social 
media. Note that two waves of measurement are not considered 
longitudinal studies [82, 83]. However, given that trust in the in-
formation found on social media, users, and platforms does not 
necessarily remain static and instead changes and develops over 
time [118], it is essential to evaluate the evolution of a relationship 
between the trustor and trustee and the long-term efects of trust. 
As our fndings have shown, trust can impact the use of social media 
and could, in turn, lead to a change in trust antecedents, such as a 
change in social media use. This reciprocal relationship highlights 
that trust can evolve over time, shaping users’ behaviors and their 
perception of social media. Such investigations are necessary to 
build a more comprehensive understanding of the development, 
breakdowns, and implications of trust in the context of social media. 

Exploring trust transference mechanisms. In the context 
of social media where multiple trustees exist, trust can be trans-
ferred, meaning that an individual’s trust in one entity (e.g., social 
media content) can be derived from their trust in a related entity 
(e.g., a social media platform) [98]. Trust transference has been 
explored in other contexts, such as in business and online bank-
ing [37, 98]. However, besides one study conducted by Pentina et 
al. [79], trust transference mechanisms were rarely examined in 
our corpus. Specifcally, Pentina et al. [79] found that those who 
had a high level of trust in Twitter as a platform often transferred 
this trust to the brands they followed on Twitter. In this case, trust 
transfers from the social media platform to other parties on the 
platform. In short, the trust transference mechanisms have not 
been well studied in the context of social media and, thus, require 
additional research. For example, future work may explore factors 
that drive these transference mechanisms which will help us better 
understand how trust is transferred. Understanding the mecha-
nisms and antecedents of trust transference in social media will 
help researchers develop strategies to promote or impede trust 
transference. 

Furthermore, future work should focus on the nuances of trust 
transference mechanisms to accurately specify the trustee (i.e., in-
formation, users, platform) being referred to. Likewise, special care 
should be taken to ensure that trust in each trustee is measured inde-
pendently, rather than trying to combine and interpret trust across 
multiple trustees in one composite variable, as we highlighted in 
subsection 3.3. 

4.3 Broadening the Scope of Social Media Trust 
Research 

Expanding the social media platforms examined. Our results 
suggest that many studies have operationalized trust in social me-
dia as a general concept without specifying distinct social media 
platforms (also see in Table 2). However, it is important to note that 
platform diferences shape people’s trust in social media, as our 
results suggested. That is, social media users hold varying degrees 
of trust across social media platforms. Given these diferences in 
trust, future work may consider comparing and contrasting users’ 
trust across platforms to better understand the mechanisms through 
which trust is formed on social media. Such work is also needed to 
identify platform-specifc opportunities that could be incorporated 
to enhance users’ trust. Additionally, our fndings showed that Face-
book and Twitter were the most frequently-studied platforms by 
far, opening the door for future work to examine other emerging 
platforms. 

Expanding the understanding of antecedents of and con-
sequences of trust and distrust. Our fndings show that existing 
work has examined a variety of trust antecedents and consequences 
of trust in social media. Nevertheless, conficting results exist regard-
ing a few trust antecedents, namely social media use and familiarity. 
Specifcally, when examining the antecedents of trust, some studies 
suggested that higher usage of social media increases trust in the 
information found on social media, whereas other studies either 
found the exact opposite relationship or no signifcant relationship 
at all. And yet, multiple studies that examined the consequences of 
trust converged on the fnding that a higher level of trust in either 
information on social media or the platforms themselves increased 
people’s social media use. We speculate that trustors’ experiences 
and content seen on social media may play important roles in un-
derstanding these conficting results. For instance, if users have 
seen a large amount of misinformation on social media, they could 
lose trust in that particular platform [118]. Future work is needed 
to clarify these mixed fndings and identify additional factors that 
help explain them. 

Refecting on our results on the consequence of trust, we can 
see emerging evidence supporting the idea that trust in social me-
dia can infuence users’ online behaviors, ofine behaviors, and 
attitudes. Still, there are fewer studies on the consequence of trust 
than those examining trust antecedents. Particularly, only a few 
studies in our review explored how people’s trust in the information 
found on social media infuences their information-seeking and 
information-verifcation behaviors. As such, more work is needed 
to examine the extent to which trust shapes people’s beliefs and 
interpretations of information on social media. Given that the con-
sequences of trust impact users’ everyday attitudes and behaviors, 
important opportunities for future research remain, as expanding 
our understanding of the consequences of trust in social media 
may help us better understand and predict users’ behaviors and 
attitudes. 

4.4 Design Implications 
Based on our fndings, we provide several implications for future 
work that seeks to design trustworthy social media systems, inter-
ventions, or social media posts. 
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First, consider how trustor characteristics impact trust for-
mation: Our review summarizes a set of personal factors that 
infuence people’s trust towards the information found on social 
media, social media users and groups, and the platforms themselves. 
These fndings suggest the need to take the individual diferences 
between social media users into consideration when designing and 
delivering information and/or interventions. For example, Hispanic 
communities tend to trust doctors and community leaders of the 
same ethnic background, but they are less likely than White pop-
ulations to trust the government and social media infuencers in 
the context of COVID-19 [58]. These trends suggest that culturally-
competent approaches [116], such as enlisting community-trusted 
Hispanic doctors and community leaders to develop and dissemi-
nate public health information, may be much more efective than 
current, more general approaches. Future research may consider ex-
ploring these culturally-competent approaches to ensure that they 
are relevant and efective for specifc populations and workplaces. 
In addition, an emerging body of work has begun to explore the use 
of automated conversational agents and language models to iden-
tify unique traits in social media users’ communication styles [93]. 
Indeed, communication styles difer among people of diferent back-
grounds and cultures, meaning general-purpose approaches to de-
signing and delivering information and/or interventions may have 
adverse efects or fail to feel relevant to certain populations. To 
this end, future work should further explore the nuances in the 
interplay between users’ backgrounds and communication styles 
and how they could afect what people trust online. 

Second, consider how trustee characteristics and broader 
contextual factors intersect to build trust: Our review shows 
that a wide range of factors related to the trustee positively infu-
ences trust in social media information, including transparency 
(e.g., URLs to information sources) and social credibility of infor-
mation (measured by the number of likes, comments, and shares). 
These factors also varied across information-related, user-related, 
and platform-related attributes. As such, building trust with users 
is a complex task that requires efort to ensure that these attributes 
are fully realized. Accordingly, future design solutions that ad-
dress trust issues in social media should consider various possible 
trustee scenarios. By “trustee scenarios”, we refer to examining 
the aforementioned attributes (e.g., transparency, social credibility, 
contextual factors, and so forth, as listed in Figure 5) in concert, 
and with respect to diferent trustees (e.g., information, other users, 
and/or the platforms themselves). For example, a multiple-feature-
based approach that provides indications of the reputation of the 
information source (and the source of the source, if any), the total 
number of likes, comments, and shares that a post has, the sharer’s 
reputation, and the styles of language and writing may help provide 
a comprehensive view. Another possible approach is to utilize third-
party entities and crowdsourcing measures to monitor how social 
media platforms recommend information that could infuence their 
trustworthiness. For example, recent research has suggested that 
utilizing crowdsourced data (e.g., general public rating of infor-
mation outlets) to identify misinformation-producing sources and 
imputing this data into social media ranking algorithms that rank 
content within a platform has promise for reducing the amount of 
misinformation on social media platforms [24]. 

Additionally, our review has also shown that although timely 
information positively infuences people’s trust in information from 
social media, this timeliness of a social media post had no signifcant 
efect on people’s trust in that post during COVID-19 [104]. Likely, 
the high-level uncertainty during a public health crisis further com-
plicates users’ credibility assessments and trust formation. All these 
fndings suggest a need for future work that compares and contrasts 
the contexts in which trust formation occurs to achieve a better 
understanding of how solutions may potentially be transferred to 
other contexts. 

In summary, future design that seeks to foster people’s trust 
should consider multiple antecedents of trust in relation to the three 
diferent trustees (e.g., information, users, and platform), as well as 
the socio-cultural-political contexts in which they are embedded. 

4.5 Ethical Implications 
Our work provides insights into the factors that promote trust 
in information on social media, other users on the platform, and 
the social media platforms themselves. Ethical considerations are 
needed to ensure that studies of trust are used to empower users 
instead of manipulating them. For example, our results showed 
that integrating more visuals (e.g., graphs, visualizations, elegant 
design) can increase the perceived trustworthiness of information 
online. Unfortunately, these strategies may also be used for more 
nefarious purposes, such as infating the perceived credibility of mis-
information and disinformation online [108]. Future work should 
investigate, for example, how misleading visualizations are created 
to serve what purposes [119, 120], and how charts are used and 
misused to support an argument someone is making. Potential 
solutions may include the detection of misleading graphs using 
machine learning techniques, which is an understudied area. Below, 
we describe additional ethical implications that our work raises. 

First, it is essential to equitably and respectfully engage with 
marginalized populations. Very few studies in our corpus in-
cluded populations who disproportionately experience barriers to 
wellbeing, such as lower-socioeconomic status groups. And yet, 
many demographic factors, including race, ethnicity, and income, 
play an essential role in shaping what and whom people trust within 
social media, as we detailed in our study. Excluding these groups 
from study samples is fundamentally unethical and can lead to 
biased fndings and, subsequently, the development of systems with 
embedded bias [117]. Therefore, these fndings emphasize a gen-
uine need for future work to focus on marginalized communities 
when studying the formation and implications of trust in social 
media. However, it is crucial to ensure that members of these com-
munities desire to collaborate with researchers before conducting 
research or introducing interventions into their communities [9]. 
After all, subjugating these communities to unwanted research is 
detrimental to their well-being and autonomy. Likewise, in cases 
where technologies deployed to these communities are taken away 
from them at the end of the study, distrust in researchers and hes-
itation to participate in future research is likely to occur among 
these participants [85]. As such, investigation into the long-term 
and lasting efects of HCI research on these populations is needed. 

Second, there is a need for educational interventions that 
promote ethics among social media users. When navigating the 
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social media space, social media users should not take the responsi-
bility to be ethical lightly. For example, as our review indicates that 
when tagging, commenting, and posting on social media, social 
media users become part of the web’s collective intelligence [86]. 
Consequently, many people have been negatively impacted by other 
social media users who post, re-share, or comment on false content 
being presented as facts [86]. These issues suggest the need for 
educational interventions that highlight the importance of ethics in 
social media and technology use. These interventions may include 
raising privacy and security awareness regarding how an individ-
ual’s social media data can be used by the platform, third parties, 
and other social media contacts [1]; encouraging social media users 
to verify sources of information before (re-)posting online [107]; 
and ensuring that communication maintains the dignity and respect 
of involved users [8]. 

Third, critically assessing social media platform accountabil-
ity is important. Our fndings demonstrate how users’ trust in 
social media platforms is infuenced by the credibility and quality 
of information on social media; this trust (or lack thereof) conse-
quently infuences users’ future engagement with those platforms. 
However, social media companies have been criticized for failing 
to combat the spread of misinformation (e.g., failing to label and 
remove misinformation) even though they have promised to take 
action to address these issues [28]. For example, efective Novem-
ber 23, 2022, Twitter is no longer enforcing its policy focused on 
combating COVID-19 misinformation [106]. This is concerning 
given the extensive repercussions COVID-19 misinformation has 
had on users’ attitudes and behaviors [60]. By tolerating the spread 
of misinformation and disinformation on their platforms, social 
media companies are failing to protect their users. As such, more 
research is needed to investigate social media’s accountability in 
addressing issues of misinformation. 

4.6 Limitations 
One limitation of this work is that our database search was scoped to 
include six databases. Although measures were taken to ensure that 
these databases contained a majority of the studies available that 
focus on trust in social media, it is possible that some studies were 
not included in the selected databases. Additionally, our corpus is 
restricted to English-language papers. Therefore, future work may 
expand the scope of literature review written in other languages. 

5 CONCLUSION 
Through our systematic review of 70 papers, this work mapped the 
landscape of literature focused on trust concepts (that include trust, 
distrust, and mistrust) in social media. We identifed patterns in this 
body of work, including trends in study designs used, defnitions, 
conceptualizations and measurements, and the antecedents and 
consequences of trust concepts in social media. This paper calls 
attention to the complexities and discrepancies that exist within 
this research feld and identifes ways in which future research 
can tackle these major issues. Our recommendations will help to 
increase the validity of trust research moving forward as researchers 
begin to clearly establish what they truly mean when they talk about 
trust in social media. The formation, evolution, and deterioration of 

trust in the context of social media will continue to be a challenging 
but crucial research topic and is one that deserves further study. 
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