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INTRODUCTION 

Rainfall distribution refers to the spatial and temporal patterns of rainfall in each area. It plays a crucial role in various 
natural processes and human activities, such as agriculture, hydrology, and climate studies. Understanding rainfall 
distribution is essential for effective water resource management, flood prediction, and drought mitigation strategies. 

Rainfall distribution can vary both spatially and temporally. Spatial variations in rainfall distribution are influenced 
by factors such as topography, vegetation, and climate [1]. For example, in mountainous regions, the distribution of 
rainfall is often characterized by orographic effects, where rainfall increases with elevation due to the lifting of moist air 
masses [1]. Temporal variations in rainfall distribution can be observed at different time scales, ranging from daily to 
seasonal and annual variations. Variability in rainfall can have significant implications for water availability, agriculture, 
and ecosystem dynamics [2]. 

In Malaysia, rainfall distribution is influenced by the country's geographical location and monsoon climate. Malaysia 
experiences two distinct monsoon seasons, the northeast monsoon (NEM) and the southwest monsoon (SWM) [3]. The 
NEM, occurring from November to March, brings heavy rainfall to the east coast of Peninsular Malaysia and the states 
of Sabah and Sarawak. The SWM, from May to September, brings rainfall to the west coast of Peninsular Malaysia. The 
Titiwangsa mountain range in Peninsular Malaysia plays a crucial role in rainfall distribution, causing lower rainfall along 
the west coast during the winter monsoon [4]. 

Understanding the significant parameters that contribute to the classification of rainfall is crucial for accurate analysis 
and prediction. A paper identified the association of precipitation extremes in Malaysia with El Niño and La Niña events. 
They found that these events significantly influence the characteristics of extreme rainfall in the country [4]. The presence 
of long-term persistence and regional sea surface temperature anomalies also play a role in the spatial distribution and 
variability of rainfall in Malaysia [5]. 

This research uses MTS to classify and optimize the parameters collected to find the significant parameters. MTS is 
a powerful methodology that combines the Mahalanobis distance measure with Taguchi's orthogonal array design for 
analyzing multivariate data and making quantitative decisions [6]. It has been widely applied in various fields, including 
engineering, manufacturing, medicine, and more [7]. The MTS offers several advantages over traditional approaches, 
such as linear discriminant analysis and logistic regression, as it can handle non-linear patterns and consider correlations 
between independent variables or factors [8]. 

ABSTRACT – Rainfall is a variable meteorological phenomenon that exhibits spatial variability 
across different locations. Weather stations collect a wide range of parameters to monitor and 
analyze rainfall patterns. However, not all parameters are equally significant or efficient in 
performing classification and optimization tasks. In this study, we propose the use of the 
Mahalanobis-Taguchi system (MTS) method to classify rainfall occurrences by RT-Method and 
optimize the parameter selection process by T-Method. The data were collected by weather station 
Vantage Pro2 in UMP Gambang. By applying RT- Method, we can classify the data sample in term 
of MD for November, May and April while reducing the number of parameters to only those that 
significantly contribute to the classification, which from 16 parameters to 8 parameters using T-
Method. This approach provides a streamlined and efficient methodology for analyzing rainfall 
patterns and optimizing weather station data collection processes. 
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Furthermore, the MTS has shown promise as a binary classification algorithm for handling imbalanced data. It has 
been benchmarked against other algorithms, such as Support Vector Machines (SVM) and Naive Bayes, and has 
demonstrated superior performance, particularly for imbalanced data with a high ratio [9]. By utilizing the Mahalanobis 
distance measure, the MTS can effectively classify and predict data in a multidimensional [10]. This makes it a valuable 
tool for decision-making processes that require accurate and robust predictions. 

Overall, the MTS offers a systematic and effective approach for quality improvement and decision-making, making 
it a valuable tool in various industries and domains. Its ability to analyze complex data, identify patterns, and optimize 
processes has contributed to its widespread adoption and application in diverse fields [7].  

RESEARCH METHODOLOGY 
The data collection of various parameters was collected in UMP Gambang using Vantage Pro2 Weather Station. The 

data was gathered once a month from the weather station. The raw data recorded in the weather station console was then 
transferred to the laptop. The data were recorded every 15 minutes for every parameter. Table 1 shows the parameters 
collected from the weather station. 

Table 1. Parameter  
Numbers Parameters Unit 

1 Temperature Outside ºC 
2 High Temperature ºC 
3 Low Temperature ºC 
4 Outside Humidity ºC 
5 Dew Point ºC 
6 Heat Index - 
7 Barometric Pressure mb 
8 Rain mm 
9 Rain Rate mm/hr 
10 Cool Degree-Day ºC 
11 Inside Temperature ºC 
12 Inside Humidity % 
13 Inside Dew ºC 
14 Inside Heat Index ºC 
15 Inside EMC - 
16 Inside Air Density kg/m3 

 

RT Method was utilized for the classification because it could classify the parameters into two variables. The RT 
Method defines the unit space and signal in accordance with rain. Unit space will be when it is not raining, whereas signal 
data will be when it is raining. Using Eq. (1), the average value for each parameter within the unit space was calculated. 
Next, the following Eqs. (2) - (4) can be calculated.   

�̅�𝑥𝑗𝑗 =
1
𝑛𝑛
�𝑥𝑥1𝑗𝑗 + 𝑥𝑥2𝑗𝑗 + ∙∙∙ +𝑥𝑥𝑛𝑛𝑗𝑗�     (1) 

𝑆𝑆𝑆𝑆𝑛𝑛𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆,𝛽𝛽1 =
𝐿𝐿1
𝑟𝑟

      (2) 

𝐿𝐿𝑆𝑆𝑛𝑛𝑆𝑆𝐿𝐿𝑟𝑟 𝑆𝑆𝑒𝑒𝑒𝑒𝐿𝐿𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛, 𝐿𝐿1 = �̅�𝑥1𝑥𝑥11 + �̅�𝑥2𝑥𝑥12 + ⋯+ �̅�𝑥𝑘𝑘𝑥𝑥1𝑘𝑘      (3) 
𝐸𝐸𝐸𝐸𝐸𝐸𝑆𝑆𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆𝑑𝑑𝑆𝑆𝑟𝑟, 𝑟𝑟 =  �̅�𝑥12 + �̅�𝑥22 + ⋯+ �̅�𝑥𝑘𝑘2      (4) 

 
Then, the total variations ST, variation of proportional term Sβ, error variation Se, and error variance Vel, are shown in 

Eq. (5), Eq. (6), Eq. (7), and Eq. (8) respectively. 
𝑇𝑇𝑒𝑒𝑆𝑆𝐿𝐿𝑇𝑇 𝑉𝑉𝐿𝐿𝑟𝑟𝑆𝑆𝐿𝐿𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛, 𝑆𝑆𝑇𝑇1 = 𝑥𝑥112 + 𝑥𝑥122 + ⋯+ 𝑥𝑥1𝑘𝑘2 (5) 

𝑉𝑉𝐿𝐿𝑟𝑟𝑆𝑆𝐿𝐿𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛 𝑒𝑒𝐸𝐸 𝑝𝑝𝑟𝑟𝑒𝑒𝑝𝑝𝑒𝑒𝑟𝑟𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛𝐿𝐿𝑇𝑇 𝑆𝑆𝑆𝑆𝑟𝑟𝑡𝑡, 𝑆𝑆𝛽𝛽1 =
𝐿𝐿12

𝑟𝑟
 (6) 

𝐸𝐸𝑟𝑟𝑟𝑟𝑒𝑒𝑟𝑟 𝑉𝑉𝐿𝐿𝑟𝑟𝑆𝑆𝐿𝐿𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛, 𝑆𝑆𝑒𝑒𝑒𝑒 = 𝑆𝑆𝑇𝑇1 − 𝑆𝑆𝛽𝛽1 (7) 

𝐸𝐸𝑟𝑟𝑟𝑟𝑒𝑒𝑟𝑟 𝑆𝑆𝐿𝐿𝑟𝑟𝑆𝑆𝐿𝐿𝑛𝑛𝐸𝐸𝑆𝑆,𝑉𝑉𝑒𝑒𝑒𝑒 =
𝑆𝑆𝑒𝑒𝑒𝑒
𝑘𝑘 − 1

 (8) 

 
The standard Signal to Noise (SN) ratio η1 is then calculated as stated in the Eq. (9). The greater the value of η1, the 

stronger the relationship between the input and output. 

𝑆𝑆𝑆𝑆𝐿𝐿𝑛𝑛𝑑𝑑𝐿𝐿𝑟𝑟𝑑𝑑 𝑆𝑆𝑆𝑆 𝑅𝑅𝐿𝐿𝑆𝑆𝑆𝑆𝑒𝑒  𝜂𝜂1 =
1
𝑉𝑉𝑒𝑒1

 (9) 

 
The computation of two variable Y1 and Y2 are computed by the sensitivity β standard SN Ratio η using Eq. (10) and 

Eq. (11). 
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𝑌𝑌𝑖𝑖1 = 𝛽𝛽𝑖𝑖  (𝑆𝑆 = 1,2, … ,𝑛𝑛) (10) 

𝑌𝑌𝑖𝑖2 =
1

�𝜂𝜂𝑖𝑖
=  �𝑉𝑉𝑒𝑒𝑖𝑖   

(𝑆𝑆 = 1,2, … ,𝑛𝑛) (11) 

 
Then, the mean for Y1 and Y2 are computed for all the sample of the Unit Space as stated in the Eq. (12) and Eq. (13). 

𝑌𝑌�1 =
1
𝑛𝑛

(𝑌𝑌11 + 𝑌𝑌21 + ⋯+ 𝑌𝑌𝑛𝑛1) (12) 

𝑌𝑌�2 =
1
𝑛𝑛

(𝑌𝑌12 + 𝑌𝑌22 + ⋯+ 𝑌𝑌𝑛𝑛2) (13) 

 
Finally, Mahalanobis Distances (MD) of the sample is calculated through Eq. (14)  

𝑀𝑀𝐿𝐿ℎ𝐿𝐿𝑇𝑇𝐿𝐿𝑛𝑛𝑒𝑒𝑎𝑎𝑆𝑆𝑆𝑆 𝐷𝐷𝑆𝑆𝑆𝑆𝑆𝑆𝐿𝐿𝑛𝑛𝐸𝐸𝑆𝑆,𝐷𝐷2 =
𝑌𝑌𝑌𝑌−1𝑌𝑌𝑇𝑇

𝑘𝑘
 (14) 

 
For the signal data, the sensitivity β1 and the linear formula L’ were calculated using Eq. (2) and Eq. (3), and the 

effective divider r were used in the unit space. Y1 and Y2 variables are calculated using signal data β and ŋ. By using Eq. 
(10), the Y1 value of β can be computed, and Eq. (11) is converted for Y2 so that any scattering from normal conditions 
can be measured. Finally, Eq. (14) yields the MD value.     
 

For the optimization, T Method 1 were deployed to calculate the degree of contribution in the rainfall data. The MD 
calculated by the RT Method were used as the output value. Eq. (15) and Eq. (16) determine the average values for each 
parameter and the output average from the number of samples. 

�̅�𝑥𝑗𝑗 =
1
𝑛𝑛
�𝑥𝑥1𝑗𝑗 + 𝑥𝑥2𝑗𝑗 + ∙∙∙ +𝑥𝑥𝑛𝑛𝑗𝑗� (15) 

𝑆𝑆� =  𝑀𝑀0 =
1
𝑛𝑛
�𝑥𝑥1𝑗𝑗 + 𝑥𝑥2𝑗𝑗 + ∙∙∙ +𝑥𝑥𝑛𝑛𝑗𝑗� (16) 

 
The average parameter and output values determined the unit space. The signal data included unselected sample data. 

According to Eq. (17) and Eq. (18), the signal data sample was normalized. 
𝑋𝑋𝑖𝑖𝑗𝑗 = 𝑥𝑥′𝑖𝑖𝑗𝑗 − �̅�𝑥𝑗𝑗 (17) 
𝑀𝑀𝑖𝑖 = 𝑆𝑆′𝑖𝑖𝑗𝑗 − 𝑀𝑀𝑗𝑗 (18) 

 
For each parameter, compute proportional coefficient, β and SN ratio, η using Eqs. (19) – (25). 

𝑃𝑃𝑟𝑟𝑒𝑒𝑝𝑝𝑒𝑒𝑟𝑟𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛𝐿𝐿𝑇𝑇 𝐶𝐶𝑒𝑒𝑆𝑆𝐸𝐸𝐸𝐸𝑆𝑆𝐸𝐸𝑆𝑆𝑆𝑆𝑛𝑛𝑆𝑆 𝛽𝛽1 =
𝑀𝑀1𝑋𝑋11 + 𝑀𝑀2𝑋𝑋21 + 𝑀𝑀𝑒𝑒𝑋𝑋𝑒𝑒1

𝑟𝑟
 (19) 

SN Ratio η1 = �

1
𝑟𝑟 (𝑆𝑆𝐵𝐵1 − 𝑉𝑉𝑒𝑒1)

𝑉𝑉𝑒𝑒𝑒𝑒
(𝑊𝑊ℎ𝑆𝑆𝑛𝑛 𝑆𝑆𝛽𝛽1 > 𝑉𝑉𝑒𝑒𝑒𝑒)

0 (𝑊𝑊ℎ𝑆𝑆𝑛𝑛 𝑆𝑆𝛽𝛽1 < 𝑉𝑉𝑒𝑒𝑒𝑒)
 (20) 

𝐸𝐸𝐸𝐸𝐸𝐸𝑆𝑆𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆𝑑𝑑𝑆𝑆𝑟𝑟, 𝑟𝑟 =  𝑀𝑀1
2 + 𝑀𝑀2

2 + ⋯+ 𝑀𝑀𝑒𝑒
2 (21) 

𝑇𝑇𝑒𝑒𝑆𝑆𝐿𝐿𝑇𝑇 𝑉𝑉𝐿𝐿𝑟𝑟𝑆𝑆𝐿𝐿𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛 𝑆𝑆𝑇𝑇1 =  𝑋𝑋112 + 𝑋𝑋212 + ⋯+ 𝑋𝑋𝑒𝑒𝑘𝑘2 (22) 

𝑉𝑉𝐿𝐿𝑟𝑟𝑆𝑆𝐿𝐿𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛 𝑒𝑒𝐸𝐸 𝑃𝑃𝑟𝑟𝑒𝑒𝑝𝑝𝑒𝑒𝑟𝑟𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛𝐿𝐿𝑇𝑇 𝑆𝑆𝑆𝑆𝑟𝑟𝑡𝑡 𝑆𝑆𝛽𝛽1 =
(𝑀𝑀1𝑋𝑋11 + 𝑀𝑀2𝑋𝑋21 ⋯+ 𝑀𝑀𝑒𝑒𝑋𝑋𝑒𝑒1)2

𝑟𝑟
 (23) 

𝐸𝐸𝑟𝑟𝑟𝑟𝑒𝑒𝑟𝑟 𝑉𝑉𝐿𝐿𝑟𝑟𝑆𝑆𝐿𝐿𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛 𝑆𝑆𝑒𝑒𝑒𝑒 = 𝑆𝑆𝑇𝑇1 −  𝑆𝑆𝛽𝛽1 (24) 

𝐸𝐸𝑟𝑟𝑟𝑟𝑒𝑒𝑟𝑟 𝑉𝑉𝐿𝐿𝑟𝑟𝑆𝑆𝐿𝐿𝑛𝑛𝐸𝐸𝑆𝑆 𝑉𝑉𝑒𝑒𝑒𝑒 =
 𝑆𝑆𝑒𝑒𝑒𝑒
𝑇𝑇 − 1

 (25) 

 
Eq. (26) shows how the β and η for each parameter were used to figure out the summed estimate value of the signal 

data. 

𝑀𝑀�𝑖𝑖 =
𝜂𝜂1 × 𝑋𝑋𝑖𝑖1

𝛽𝛽1
× 𝜂𝜂2 × 𝑋𝑋𝑖𝑖2

𝛽𝛽2
+ ⋯+ 𝜂𝜂𝑘𝑘 × 𝑋𝑋𝑖𝑖𝑘𝑘

𝛽𝛽𝑖𝑖𝑘𝑘
𝜂𝜂1 + 𝜂𝜂2 + ⋯+ 𝜂𝜂𝑘𝑘

 (26) 

 
Next, Eqs. (27) – (33) were used to compute the integrated estimate SN ratio. 

Integrated SN Ratio η1 = 10log�
1
𝑟𝑟 (𝑆𝑆𝐵𝐵1 − 𝑉𝑉𝑒𝑒)

𝑉𝑉𝑒𝑒
� (27) 

𝐿𝐿𝑆𝑆𝑛𝑛𝑆𝑆𝐿𝐿𝑟𝑟 𝐸𝐸𝑒𝑒𝑒𝑒𝐿𝐿𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛, 𝐿𝐿 =  𝑀𝑀1𝑀𝑀�1 + 𝑀𝑀2𝑀𝑀�2 + ⋯+ 𝑀𝑀𝑒𝑒𝑀𝑀�𝑒𝑒 (28) 
𝐸𝐸𝐸𝐸𝐸𝐸𝑆𝑆𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆𝑑𝑑𝑆𝑆𝑟𝑟 𝑟𝑟 =  𝑀𝑀1

2 + 𝑀𝑀2
2 + ⋯+ 𝑀𝑀𝑒𝑒

2 (29) 
𝑇𝑇𝑒𝑒𝑆𝑆𝐿𝐿𝑇𝑇 𝑉𝑉𝐿𝐿𝑟𝑟𝑆𝑆𝐿𝐿𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛 𝑆𝑆𝑇𝑇 =   𝑀𝑀�1

2 + 𝑀𝑀�1
2 + ⋯+ 𝑀𝑀�1

2 (30) 
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𝑉𝑉𝐿𝐿𝑟𝑟𝑆𝑆𝐿𝐿𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛 𝑒𝑒𝐸𝐸 𝑃𝑃𝑟𝑟𝑒𝑒𝑝𝑝𝑒𝑒𝑟𝑟𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛𝐿𝐿𝑇𝑇 𝑆𝑆𝑆𝑆𝑟𝑟𝑡𝑡 𝑆𝑆𝛽𝛽 =
𝐿𝐿2

𝑟𝑟
 (31) 

𝐸𝐸𝑟𝑟𝑟𝑟𝑒𝑒𝑟𝑟 𝑉𝑉𝐿𝐿𝑟𝑟𝑆𝑆𝐿𝐿𝑆𝑆𝑆𝑆𝑒𝑒𝑛𝑛 𝑆𝑆𝑒𝑒 = 𝑆𝑆𝑇𝑇 −  𝑆𝑆𝛽𝛽 (32) 

𝐸𝐸𝑟𝑟𝑟𝑟𝑒𝑒𝑟𝑟 𝑉𝑉𝐿𝐿𝑟𝑟𝑆𝑆𝐿𝐿𝑛𝑛𝐸𝐸𝑆𝑆 𝑉𝑉𝑒𝑒 =
 𝑆𝑆𝑒𝑒
𝑇𝑇 − 1

 (33) 

     
The estimated SN ration degrades when a parameter is missing that indicates its importance. Level 1 and level 2 of 

the OA are utilised for evaluation purposes. The SN ratio may be estimated using OA under different circumstances. 
Level 1 of the OA is a parameter, while level 2 is not, as indicated by the fact that the OA has two levels. The difference 
between the SN ratio averages for levels 1 and 2 for each parameter is used to ascertain the relative importance of the 
parameters in terms of the estimated SN ratio. The degree of contribution was calculated using Eq. (34).  

Degree of Contribution =  𝑆𝑆𝑆𝑆𝑅𝑅������𝑒𝑒𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒−1 −  𝑆𝑆𝑆𝑆𝑅𝑅������𝑒𝑒𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒−2 (34) 
 

RESULT AND DISCUSSION 
The scatter diagrams was constructed from the RT Method result according to the monsoon phenomena. For northeast 

monsoon, November was selected, meanwhile southwest and transition May and April were selected. In the graph, the 
variable Y1 and Y2 computed from the RT Method were created to display the classification between the unit space and 
signal data. The horizontal line represents Y1, and vertical line represents Y2. The unit space group (blue dotted) for 
November, May and April were 2735, 2901, and 2747 while the signal data (orange dotted) were 141, 75, and 133 
respectively.  

In November, the average unit space value was 1 and the average signal data value was 12.1333. The highest 
November unit space MD value was 9.3167, while the lowest was 0.0002. For November signal data, the highest MD 
value was 405.6236 and the lowest was 0.0009. In May, the average unit space value was 1 and the average signal data 
value was 9.1690. The maximum MD value for the May unit space was 6,141, and the minimum was 0.0001. The highest 
May signal data MD value was 162.2498, while the lowest was 0.0104. In April, the average unit space value was 1 and 
the average signal data value was 11.0716. The highest unit space MD value for April was 11,5413, while the lowest was 
0.0007. The maximum MD value for April signal data was 174.5749 and the minimum MD value was 0. 0043. 

The result demonstrates that the measurement scale constructed by all the variables is substandard due to the overlap 
between the unit space and the signal data, but it is still acceptable because the average of the signal data is not within the 
unit space's range value.  

   

 
 

 
Figure 1. Scatter Diagrams of RT Result 
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In T Method 1, the samples were sorted based on the output value, which in this case the MD value as shown in Figure 
2 for November, and the unit space was chosen based on the average value, with 5 samples set to be in the centre of the 
dark blue dot while the remaining samples were defined as signal data. For the months of May and April, Data (post-sort) 
were also generated to define the unit space and signal data. 
 

 
Figure 2. Data (post-sort) for November 

Figure 3 illustrates the relantionship between a parameter and its output value for November. From the relationship 
between the normalised output value and the normalised parameter values, the SN ratio and proportional coefficients 
were determined. The relationship between the output value and the parameter approaches a straight line as the SN ratio 
increases. The highest SN ratio is 0.0317 in Figure 3(i) which is parameter 9, and the proportional coefficient is positive. 
In addition, the graph demonstrates that the parameter is suitable for general estimation purposes. Figure 3(n) has the 
lowest SN ratio -3x10-6, and the proportional coefficient is negative which is parameter 14, indicating that the parameter 
is not particularly helpful for estimation in general.  

 For the month of May, the parameter with the highest SN ratio is 9 with a proportional coefficient of 0.1196, and the 
parameter with the lowest SN ratio is 13 with a proportional coefficient of -1x10-6. The highest SN ratio for April is 
0.0845 at parameter 9 with a positive proportional coefficient, while the lowest SN ratio for April is 1x10-5 at parameter 
6 with a positive proportional coefficient. According to the SN ratio on three month, parameter 9 which is the Rain Rate 
is the most suitable for general estimation.   
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Figure 3. Scatter of output value and parameter 

 
Figure 4 illustrates a distribution of actual and estimated signal data values yielding an R2 value of 0.7984 and SN 

ratio of -14.61db for November, according to a general estimate. The R2 values for the months of May and April are 
0.7883 and 0.7813, respectively, while the SN ratio for general estimation are -8.738db and -14.61db. Equations (34), 
(35) and (36) respectively depict the line equations for November, May, and April. 

𝑆𝑆 =  1.0157𝑥𝑥 (34) 
𝑆𝑆 = 1.021𝑥𝑥 (35) 
y = 1.0323x (36) 

 
 

x 

Figure 4. Distribution of actual and estimated signal data values for November 

Figure 5 show the outcome of analysis for identifying critical parameters and optimizing the recognition and prediction 
system uses by MTS. The positive bar graph shows the positive degree of contribution, as it means that the use of 
parameter is affecting the elevation of the MD output. Whereas negative bar graph indicates negative degree of 
contribution, which means the use of parameter affecting in lowering the output of MD. For all 3 months, parameters 1, 
3, 8, 9, 11, 12, 13 and 15 are positive degree of contribution, whereas parameters 2, 4, 5, 6, 7, 10, 14 and 16 are negative 
degree of contribution. From Figure 5, this research optimized 16 parameters into 8 parameters by reducing 8 parameters 
using the MTS procedures for all three months. Note that the reduced number of parameters suggested by MTS for future 
prediction and classification purposes are the significant parameters. 
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Figure 5.  Degree of Contribution

 

CONCLUSION 
Based on the findings of this study, it has been determined that the MTS is capable to effectively distinguish between 

the unit space and signal data within the context of rainfall data. Based on the computation, the MD value for unit space 
is determined to be 1 over the course of three months. Additionally, the average MD values for the signal data are found 
to be 12.1333, 9.1690, and 11.0716, respectively. In addition to its ability to identify the significant parameters for rainfall 
trends associated with monsoon phenomena, the MTS has been utilized to analyse the data collected in the UMP 
Gambang. The number of parameters was decreased from 16 to 8 in order to optimise the system. These 8 parameters, as 
recommended by MTS, are considered significant for future prediction and classification tasks. 
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