
Medical Named Entity Recognition (MedNER): Deep learning model for recognizing medical 
entities (drug, disease) from scientific texts 

 
Ullah Miah, M. Saefa; Sulaiman, Junaidab; Sarwar, Talha Binb; Islam, Saima Sharleenc; Rahman, 

Mizanurb; Haque, Md. Samiuld 
a Faculty of Science and Technology, Aiub, Dhaka, Bangladesh 

b Faculty of Computing, Universiti Malaysia Pahang, Pekan, Malaysia 
c University of Trento, Department of Sociology and Social Research, Trento, Italy 

d Institute of Information Technology, University of Dhaka, Dhaka, Bangladesh 
 

 
ABSTRACT 
Medical Named Entity Recognition (MedNER) is an indispensable task in biomedical text mining. 
NER aims to recognize and categorize named entities in scientific literature, such as genes, 
proteins, diseases, and medications. This work is difficult due to the complexity of scientific 
language and the abundance of available material in the biomedical sector. Using domain-specific 
embedding and Bi-LSTM, we propose a novel NER model that employs deep learning approaches 
to improve the performance of NER on scientific publications. Our model gets 98% F1-score on a 
curated data-set of Covid-related scientific publications published in multiple web of science and 
pubmed indexed journals, significantly outperforming previous approaches deployed on the 
same data-set. Our findings illustrate the efficacy of our approach in reliably recognizing and 
classifying named entities (drug and disease) in scientific literature, opening the way for future 
developments in biomedical text mining. 
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