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ABSTRACT 
This study aims to investigate the effect of different input images, namely raw data (RAW) 
and Continuous Wavelet Transform (CWT) towards the discriminating of street skateboarding 
tricks, i.e., Ollie, Kickflip, Shove-it, Nollie and Frontside 180 through a variety of transfer 
learning with optimised k-Nearest Neighbors (kNN) pipelines. Six amateur skateboarders 
participated in the study, executed the aforesaid tricks five times per trick on an instrumented 
skateboard where six time-domain signals were extracted prior it was transformed to RAW 
and CWT. It was shown from the study that the CWT-InceptionV3-optimised kNN pipeline 
could attain an average test and validation accuracy of 90%. 
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