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ABSTRAK 

Penjarakan sosial adalah amalan bukan perubatan yang membantu melambatkan 
penularan virus yang dicadangkan oleh Pertubuhan Kesihatan Sedunia (WHO). 
Penjarakan sosial bermaksud bahawa setiap kali orang ingin bersosial, mereka perlu 
mematuhi jarak sosial minimum 2 meter selain daripada orang di sekeliling mereka. 
Walau bagaimanapun, memandangkan setiap negara telah memerangi penyebaran virus 
selama hampir tiga tahun, amalan penjarakan sosial kini seolah-olah diabaikan oleh orang 
ramai kerana beberapa sebab seperti mereka tergesa-gesa. Kajian ini bertujuan untuk 
menganalisis pengesanan manusia menggunakan kaedah “deep learning” dalam pelbagai 
kedudukan dan untuk membangunkan pengesanan jarak sosial menggunakan kaedah 
yang dicadangkan. Pengesanan bermaksud mengenali kehadiran sesuatu seperti manusia 
atau objek. Dalam bidang pengesanan, beberapa kaedah sedang digunakan sama ada 
teknologi tradisional atau moden. Oleh itu, kaedah yang dicadangkan dalam pengesanan 
manusia dalam pemantauan jarak sosial adalah menggunakan algoritma “deep learning” 
iaitu You Only Look Once (YOLO) versi 3 dengan set data yang dipilih. Dalam kaedah 
ini, formula jarak Euclidean digunakan untuk mengukur jarak antara dua orang dengan 
pengiraan tambahan yang lain untuk menghasilkan output jarak terukur adalah tepat 
dengan pengukuran sebenar. Set data dikumpulkan dari sumber dalam talian yang berasal 
dari Kaggle, Unsplash, dan iStock. Terdapat kira-kira 403 imej yang digunakan untuk 
kajian ini. 282 imej digunakan untuk proses latihan dan 121 imej digunakan untuk proses 
ujian. Terdapat 300 set data tambahan sendiri digunakan untuk menguji pengesanan 
manusia dan pengesanan jarak sosial menggunakan model pengesanan yang sama. 
Google Colaboratory digunakan sebagai platform pengaturcaraan dengan penggunaan 
bahasa pengaturcaraan Python. Set data yang dipilih kemudiannya dilabel secara manual 
terlebih dahulu menggunakan perisian Labelimg sebelum melalui proses latihan. 
Hasilnya, set data semasa untuk setiap kedudukan seperti pandangan depan, pandangan 
belakang, pandangan sisi, dan orang ramai memberikan hasil pengesanan manusia 
masing-masing pada 94.44%, 91.67%, 97.50%, dan 88.89%. Oleh itu, ketepatan tertinggi 
pengesanan manusia adalah pada kedudukan pandangan sisi dengan peratusan ketepatan 
97.50%. Selain itu, dengan menggunakan model yang sama keatas set data tersendiri 
memberikan ketepatan peratusan keseluruhan iaitu 98.00% dalam mengesan manusia. 
Seterusnya, pengesanan jarak sosial berjaya dibangunkan dengan menggunakan formula 
jarak Euclidean dengan mendarabkannya dengan mengira nisbah piksel hingga 
sentimeter iaitu 0.1978cm. Oleh itu, jarak yang diukur adalah dalam perwakilan 
sentimeter. Oleh itu, penjarakan sosial yang dikesan juga menghasilkan julat yang boleh 
diterima pada ±0.3cm. Untuk perancangan masa depan, set data perlu berada di sekitar 
seribu imej untuk proses latihan untuk membuat peningkatan ketepatan pengesanan. 
Kajian ini menyimpulkan bahawa penggunaan algoritma pengesanan objek yang 
dicadangkan semasa boleh digunakan untuk mengesan manusia dan kaedah jarak 
Euclidean berjaya dilaksanakan bersama-sama dengan algoritma pengesanan objek.  



 

iv 

ABSTRACT 

Social distancing is a non-medical practice that helps slow down the transmission of 
viruses which is suggested by the World Health Organization (WHO). Social distancing 
means that whenever people want to socialize, they need to adhere minimum suggested 
social distance of 2 meters apart from the people around them. However, as every country 
has battled the spread of the virus for almost three years, social distancing practice now 
seems ignored by public people due for some reason such as they are in a rush. This study 
aims to analyze human detection using the deep learning method in various positions and 
to develop social distancing detection using the proposed method. Detection means to 
recognize the presence of something such as human or object. In the area of detection, 
several methods are being used either traditional or modern technology. The proposed 
method for human detection in social distancing monitoring is by using a deep learning 
algorithm which is You Only Look Once (YOLO) version 3 with custom datasets. In this 
method, the Euclidean distance formula is used for measuring the distance between two 
people with another additional computation to produce the output measured distance true 
to the real-life measurement. The datasets are collected from online sources which are 
from Kaggle, Unsplash, and iStock. There are about 403 images is used for this study. 
282 images are used for the training process and 121 images are used for the testing 
process. There are another additional 300 customed datasets are used to test the human 
detection and social distancing detection using the same detection model. Google 
Colaboratory is used as a programming platform with the use of Python programming 
language. The custom datasets are being labeled first using Labelimg software before 
going through the training process. As a result, the current datasets for each position such 
as front view, back view, side view, and the crowd gives the result of human detection at 
94.44%, 91.67%, 97.50%, and 88.89% respectively. Hence, the highest accuracy of 
human detection goes to the side view position with a percentage accuracy of 97.50%. 
Besides, using the same model for customed dataset gives overall percentage accuracy 
which is 98.00% in detecting humans. Next, the social distance detection is successfully 
developed by using the Euclidean distance formula by multiplying it by a calculated ratio 
of a pixel to centimetre which is 0.1978cm. Therefore, the measured distance is in 
centimetres representation. Hence, the detected social distancing result is also in the range 
of acceptable at ±0.3cm. For future planning, datasets need to be around thousand images 
for the training process to make the detection accuracies increase. This study concludes 
that the use of current proposed object detection algorithms can be used to detect humans 
and the Euclidean distance method is successfully implemented together with the object 
detection algorithm.  
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CHAPTER 1 

 

 

INTRODUCTION 

1.1 Introduction 

According to the Cambridge dictionary, social distancing is defined as keeping a 

certain distance from other people. Early in March 2020, the world was announced as a 

global pandemic due to the existence of coronaviruses, COVID-19. During the pandemic, 

all countries are having lockdown for about three months to slow down the transmission 

of the viruses. Generally, COVID-19 is a newly found strain of the coronavirus group 

that is identified in humans. This virus can cause respiratory illness in humans as it will 

attack the human lungs and make humans uneasy to breathe. Coronaviruses are a broad 

group of viruses that can cause illnesses ranging from the common cold to more serious 

illnesses like Severe Acute Respiratory Syndrome (SARS) and Middle East Respiratory 

Syndrome (MERS). Research that is being done by the medical profession and scientists, 

finds out that there are symptoms that may appear to those who are infected by this virus. 

The symptoms are such as fever, cough, headache, loss of taste or smell, sore throat, 

shortness of breath, shaking with chills, and muscle pain. However, there are cases where 

the patient infected by COVID-19 are not having any of the symptoms and are classified 

as asymptomatic. Until October 20, 2021, about 241 million confirmed cases are being 

recorded according to the WHO website. This virus first being detected in November 

2019 where a 55-years-old individual from Hubei Wuhan, China (Bryner J, 2020). The 

virus spread when one person who is infected by the virus itself breaths out droplets. The 

droplets contain the SARS Covid virus where the droplet may be breathed in by other 

people who have close contact with the infected person through the nose, mouth, or even 

eyes.  

 “Closed Contact” meaning that is defined by the CDC or Center for Disease 

Control and Prevention as being less than 6 feet from someone who is infected with the 

COVID-19 for at least 15 minutes. Therefore, to slow the spread of these viruses WHO 
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encourage people to follow the Standard Operating Procedure (SOP) such as wearing a 

face mask, avoiding crowd places, and practicing social distancing. Practicing social 

distancing is one of the ways to prevent the spread of this coronavirus. People are 

suggested to keep individual distance from other people by at least one-meter distance. It 

is important to the higher-risk group from getting or experiencing severe diseases caused 

by the virus. This social distancing is being practiced in public areas such as restaurants, 

malls, and hypermarkets. But, nowadays after battling for almost 3 years with the viruses, 

people slowly ignore the social distance as suggested by the WHO just because the 

number of cases slowly decreases as the rate of vaccination increases. Also, people still 

cannot follow the new normal and adhere to the social distance because still cannot cope 

with the situation post-COVID-19. Figure 1.1 below shows the infographic of the social 

distance minimum set by the Ministry of Health (MOH) Malaysia. Whilst, Figure 1.2 

shows the infographic of social distancing in the public area.  

 

Figure 1.1 Social Distance Infographic by Ministry of Health Malaysia (MOH)  

Source: Ministry of Health Malaysia (n.d) 
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Figure 1.2 Infographic of Social Distancing in Public Area 

Source: Ministry of Health Malaysia (n.d) 

Recognition of something’s presence, such as a human or an object is defined as 

detection. There are numerous techniques in the field of detection that make use of both 

classical and technologically advanced. Generally, detection in traditional ways required 

someone to observe the situation compared to the modern technologies detection which 

can be done with the help of a computerized system. For example, traditionally the 

detection of the human is made by an assigned person who needs to observe the human 

by looking at the human appearance itself. But, in modern detection technology, a human 

can be detected by the use of deep learning applications which requires more data in 

training to make the system work well in detecting humans. In this study, human 

detection and social distance detection between people will be the focus. Firstly, the 

detection process will detect the human first, and then it will continuously measure the 

distance between two peoples. Then, the output results are analyzed into a few parts 

which are the accuracy of human detection in various positions, the accuracy of human 

detection based on the number of humans per image in various positions, the accuracy of 

human detection of custom datasets, and social distancing detection of custom datasets.  
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1.2 Problem Statement 

Social distancing means that whenever people want to socialize, they need to 

adhere minimum suggested social distance of 2 meters apart from the people around 

them. Unfortunately, nowadays social distancing compliance is less practice by the 

public, especially in the public environment such as libraries, lecture halls, supermarkets, 

and restaurants. The reason of non-compliances is because some people are in rush and 

still cannot cope with the new normal Standard Operating Procedures (SOP). For 

example, in a supermarket scenario, the buyers need to come near to the rack of their 

choice to take the food or their essentials at the same time, other people at that area also 

look up to the same things. Therefore, the social distance cannot be controlled during that 

time. Otherwise, the person itself needs to be more patient by waiting for the other buyers 

away from the rack. 

Secondly, implementing the social distancing monitoring application might be 

new to Malaysia. Although many researchers developed the system in other countries, 

there is still has lacked in the detection of humans. The lack is covered in terms of the 

accuracy of the object detection. This is because of the obstacle of crowded areas that 

leads to difficulty in detecting people or not in a busy place. For example, of inaccuracy, 

the program itself is set to detect a tall object as a human. In this case, false detection can 

occur, since it focuses on high specification objects where a tree can also have those 

criteria.  

1.3 Objectives 

This study was done to analyze the human detection method for social distancing 

monitoring. The following objectives were set to achieve the aim of the study;  

i. To analyze human detection using deep learning method in various 

positions. 

ii. To develop social distancing using the proposed model. 



 

 

 18 

1.4 Scope of Project 

To achieve the objective of this study, a few scopes are being focused on such as 

volunteers for data collection, laptop requirements, measuring tools, source of datasets 

(online), and programming software. The participants of volunteers for this research are 

among UMP’s students themselves. To run the system, a suitable laptop is needed such 

as a laptop that has a processor by Intel Corp. version Intel Core i5. For recording, smart 

phone Samsung Galaxy A52 64MP Quad phone camera is used to record the volunteer 

standing and queuing at targeted areas for testing purposes. A measuring tool such as 

measuring tape is used to set up the distance between the volunteer. Besides, the selected 

programming platform is Google Colaboratory with the use of Python programming 

languages. The datasets are cropped using Lableimg software in order to generate text 

files of images for the training process. PhotoDirector by Acer application is also being 

used to extract the video into a few images.  
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CHAPTER 2 

 

 

LITERATURE REVIEW 

2.1 Introduction 

This chapter will review the relevant literature and research related to the method 

of object detection for social distancing monitoring systems that are implemented due to 

the pandemic Covid-19. This chapter first will discuss the Object Detection in Social 

Distancing Detection, then followed by the Object Detection Algorithms Evolutions. 

Then, the next part is focusing on the Social Distancing Detection method and most 

methods used in object detection methods in the social distancing monitoring system. 

2.2 Object Detection in Social Distancing Detection 

Object detection is one of the hotspots of study on the subject of computer vision 

(Qin & Xu, 2021). Object detection is the process of locating and detecting objects in a 

video stream (Melenli S. et al, 2020). In other words, object detection is to finding 

semantic object instances that belong to specific classes (Magoo et al., 2021; Yang et al., 

2021). Furthermore, object detection is also defined as multiple items in a picture that 

can be recognized, detected, and localized using object detection. In the computer vision 

process of categorization and localization of its form in video footage, human detection 

may be regarded as object detection (Yew Cheong Hou et al, 2020).  

(Ahmed et al., 2021; Srinivasan et al., 2021) proposed You Only Look Once 

(YOLOV3) object detection methods to recognize a person in a video surveillance dataset 

Whilst,  (Hou et al., 2020; Magoo et al., 2021; Mercaldo et al., 2021; Puspita et al., 2021a; 

Sathyabama et al., 2020) also proposed the same method which is using YOLOV3 to 

detect the object in the video but this time for real-time detection. This show that the 

YOLOV3 object detection method is suitable to be used in detecting human either in real-

time video or surveillance video dataset. This is because YOLOV3 is the fastest object 

detection method as it requires only one stage of detection. YOLOV3 is trained to do 
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classification and box regression at the same time. In addition, this method gives results 

in terms of accuracy of around 92% (Ahmed et al., 2021). Other than that, the YOLOV3 

algorithm has proven results in correctly detecting all humans (Mercaldo et al., 2021). 

Object detection in the YOLOV3 algorithm impressively can detect half of the human 

body as an object in pedestrian videos (Shalini et al., 2021).  

Other than that, a new object detection model, Detection Transformer (DETR) is 

proposed by Nicholas Carion, Francisco Massa, Gabrield Synnaeve, Nicolas Usunier, 

Alexander Kirillov, and Sergey Zagoruyko (Carion et al., n.d.). This model is used to 

detect a human as it builds to recognize about 91 categories compared to YOLOV3 which 

is only capable to recognize 80 categories. This model works together with SocialNet 

which results in the accuracy of the bounding box. Besides, this model successfully 

developed a proposed bounding box to locate the predicted centre of bounding boxes. 

Figure 2.1 shows the overall architecture of SocialNet. Three different backbones are 

used to train the SocialNet. The backbones used are MobileNet, ResNet50, and VCG16. 

These backbones are called Auto-encoder backbones. DETR uses an encoder-decoder 

structure to force unique predictions. Between three backbones, the ResNet50 provides 

the best accuracies as it reaches 95.4% (Elbishlawi et al., 2021).  

 

Figure 2.1 Overall Architecture of SocialNet 

Source: (Elbishlawi et al., 2021) 

Next, the object detection method is MobilenetSSD. Mobilenet is defined as a 

Convolutional Neural Network (CNN) that can be used to avoid the use of excessive 

computational resources (Puspita et al., 2021). The author compared the YOLOV3 with 
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MobilenetSSD performance in terms of average GPU runtime per second where 

MobilenetSSD 1.5 per seconds whilst YOLOV3 17 per seconds. SSD is Single Shot 

Multi-Box Detector where it is proven to have higher speed compared to YOLOV3 but 

in terms of accuracy YOLOV3 algorithm has higher accuracy compared to SSD (Ambika 

Neelopant et al., 2021).  

Besides, (Saponara et al., 2021) used the second version of YOLO to detect the 

people. YOLOV2 is an object detection system that is designed to work in real-time 

(Saponara et al., 2021). YOLOV2 is the better version of YOLO compared to the first 

version. It also improves in terms of accuracy and speed during the process from the first 

version. MATLAB software is used to construct the neural network layers of YOLOV2 

and being trained using Stochastic gradient decent. Stochastic gradient descent is the 

optimizer of the neural network (Glorot & Bengio, n.d.). 

2.3 Object Detection Algorithms Evolutions 

Initially, object detection is implemented without using deep learning. Hence, 

some researchers use traditional methods to detect an object. The traditional methods of 

object detection are Viola-Jones Detectors, HOG Detector, and Deformable Part-based 

Model (DPM)(Chinmoy Borah, 2020). This traditional method is being used in 2014 and 

backward. Since 2014, deep learning-based detection has existed. Deep learning-based 

detection is divided into two types which are “two-stage detection” and “one-stage 

detection” (Chinmoy Borah, 2020). The deep learning-based detection is started by a 

convolution neural network which is Region Convolution Neural Network (RCNN), 

followed by SPPNet which is a Spatial Pyramid Pooling Network, Fast RCNN, Faster 

RCNN, Feature Pyramid Networks (FPN), and the latest one is You Only Look Once 

(YOLO) and Single Hot Multi-Box Detector (SSD). Figure 2.2 below shows the Object 

Detection Milestone from traditional Detection Methods to Deep-Learning based 

Detection Methods.   
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Figure 2.2 Object Detection Milestone from 2001 to 2019 

Source: (Zou et al., 2019) 

2.4 Social Distancing Detection 

As COVID-19 has been announced as a pandemic starting in March 2020, few 

guidelines are being posted to the public in order to reduce the emission of the 

coronavirus. Practicing social distancing is one of succeed methods. The Ministry Health 

of Malaysia Government (MOH) also suggests to the public to follow at least one-meter 

distance during socializing. In social distancing detection, the distance between two 

people is measured to classify either violation in social distancing occurs or does not 

occurs. Traditionally, in a public area such as the supermarket. Customers need to line up 

with a certain distance between customers by standing at the marked tape on the floor 

provided by the supermarket management. The tapes are marked in Figure 2.3 below. 

Else, the security that on duty will monitor people's distance manually. 
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Figure 2.3 Marking Tape for Social Distancing 
 Source: (Marking Tape for Social Distancing - Heskins, 2020) 

Thus, to ease the current ways, the existence of deep learning helps in promising 

a better solution for this problem. To measure the distance between people as Figure 2.4 

below, the approaches of clustering and distance-based algorithms are used. Based on the 

author (Ramadass et al., 2020) the proposed approach to determine the social distancing 

violence is by being embedded the drone camera to the trained YOLOV3 custom data by 

using the software Microsoft Vott tool which requires the author to label the custom data 

into 4 classes which are people with mask, people without mask, social distance and no 

social distance. This method seems to lack in accuracies since it uses estimation where 

there is no mathematical calculation used in measuring the distance between two peoples. 

Thus, this method is not suggested since it will cause unbalanced in the detection of social 

distance.    
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Figure 2.4 Social Distancing Detector 
Source: (Ramadass et al., 2020) 

Other authors proposed a mathematical approach to social distancing by the use 

of the Euclidean Distance approach (Ahmed et al., 2021; Hou et al., 2020; Karaman et 

al., 2021; Keniya & Mehendale, 2020; Magoo et al., 2021; Mercaldo et al., 2021; Puspita 

et al., 2021a; Qin & Xu, 2021; Sathyabama et al., 2020; Shalini et al., 2021; Yadav, 2020). 

This method used the mathematical expression of equation 2.1. The distance is measured 

by using the detected bounding box and the centroids value of the bounding box. By using 

pixel-to-distance assumptions, a predefined minimum social distance violation criterion 

is constructed. Therefore, to inspect whether the calculation of the distance is below or 

above the estimated values threshold, the green bounding box will appear if the estimated 

value of the threshold is similar to the calculated value. Otherwise, a red bounding box 

will appear which indicated there is a violation occurred (Ahmed et al., 2021).  

𝑒𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑑) = √(𝑋2 − 𝑋1)2 + (𝑌2 − 𝑌1)2 2.1 
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Next, the Density-based spatial clustering of application with noise (DBSCAN) 

algorithm is also being proposed by (Srinivasan et al., 2021). DBSCAN is another method 

to measure the distance between two peoples and then perform clustering to recognize is 

there any violation of social distancing or not.  The author also said this method is likely 

to be effective compared to other clustering methods. Besides, this method falls into the 

unsupervised method where it can class similar points together into a group. Therefore, 

when the system detects a human, it will class the midpoint of the bounding boxes. Figure 

2.5 below shows how DBSCAN works in detecting social distancing. The blue circle 

represents the persons who are at an unsafe distance which is less than 2 meters. This 

method gives an accuracy result of social distance detection of around 89.79% which is 

left by 2.21% compared to using Euclidean distance method (Ahmed et al., 2021; 

Srinivasan et al., 2021). 

 

Figure 2.5 Clustering the Midpoint Using DBSCAN 

Source: (Srinivasan et al., 2021) 

 

2.5 Summary 

To summarize, there are many methods for object detection in social distancing 

monitoring systems. The use of object detection can detect the presence of human or non-

human in a frame as it will be the subject of the detection. To develop the human detection 

an algorithm as YOLO is required. From previous findings, it can be concluded that 

YOLOV3 algorithm gives fast and accurate detection because this algorithm improved 

to be able to detect even smaller objects. Besides, this algorithm runs in a faster manner 
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compared to other algorithms. Next, the social distancing detection can be made by 

calculating the distance between two centroids as in the Euclidean distance formula that 

can be implemented in the python programming inside the YOLOV3 algorithm.      
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CHAPTER 3 

 

 

METHODOLOGY 

3.1 Introduction 

In this study, the preferable coding language used is Python language as the 

language is easy to understand. This programming language is used in the coding 

software which is Google Colaboratory. In Google Colaboratory, the use of Google Drive 

is used for calling the file path of the trained and tested files. Besides, this online software 

provides 12GB of free NVIDIA GPU up to certain hours. Thus, this chapter will explain 

deeply all the proposed methods used for human detection and social distancing 

detection.  

3.2 Overall Proposed Framework 

Figure 3.1 below shows the overall block diagram for the proposed method of 

social distancing monitoring. This method is separated into seven different processes 

which initially start by collecting datasets and creating the database, followed by training 

the human detection model, analyzing training parameters, selecting the final model, 

developing human detection by utilizing the trained model, testing the model with a new 

dataset, and testing the social distancing detection. In object detection, the testing and the 

training process are required to complete the system development. Before the training 

process, collected datasets need to separate into two categories which are training and 

testing images. Once the training process is done, the testing process is continued. Both 

processes used Google Colaboratory software in a python programming language with 

YOLO version 3 algorithm.  
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Figure 3.1 Overall Block Diagram for the Proposed Method 

Figure 3.2 shows the overall flowchart of this project. Initially, the project is 

started by collecting datasets and creating a database. The dataset preparation is 

consisting of online source datasets and custom datasets. The online datasets are taken 

from the website such as Kaggle, Unsplash, and iStock. For custom datasets, there are a 

few videos of various positions of humans that are extracted as images. Next is the human 

detection process, which is divided into two parts, the training, and the testing part. First, 

the training process is started by calling the training image dataset that is labelled together 

with the text file and then creating a file path to the google drive to save the output training 

weight file. For the testing process, the weight file of the training process is called 

together with the configuration file which consists of the algorithm parameter details. 

Next, the testing process is started by calling the image file path of the testing image 

dataset to start the human detection in each of the images. The detector will label the 

found human with “human” and create the green bounding box. Then, whenever there 

are two bounding boxes or more, the system will start measuring the distance between 

the centre of the bounding box. If the distance is greater or equal to the safe distance that 

has been set, the output images will display green bounding boxes together with the 

distance value in centimetre. Otherwise, the output image will display the red bounding 

boxes.  
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Figure 3.2 Overall Flowchart 
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3.3 Data Collection 

In this study, the datasets of humans are retrieved from online sources such as 

Unsplash, and iStock. The dataset is selected based on the various human position such 

as front view, back view, side view, and crowded. There are 77 images of front view, 70 

images of back view, 72 images of side view, and 63 images of crowded. Various 

positions can make the model more accurate since the trained dataset will be fed with that 

such positions. Overall, there are about 282 images are selected for the training process. 

These numbers of the dataset are based on 70% of the total image. The total images for 

the training and testing using online datasets are about 403 images. The other 30% is for 

the testing process. Table 3.1 below shows the division of the dataset based on position 

and its source. Figure 3.3, Figure 3.4, Figure 3.5, and Figure 3.6 show some of the training 

datasets images based on their position.  

Table 3.1 Training Datasets 

Source  Position 

Front View Back View Side View Crowded 

Unsplash  20  15 9 32 

Kaggle  0 0 0 0 

iStock  57  55 63 31 

Total Image  77 70 72 63 
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Figure 3.3 Front View Figure 3.4 Back View 

Figure 3.5 Side View Figure 3.6 Crowded 
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Next, several data which represent 30% of total datasets which around 121 images 

are retrieved from online sources as declared in Table 3.2. Figure 3.7, Figure 3.8, Figure 

3.9, and Figure 3.10 shows some of the testing images that were used in testing the model. 

Table 3.2 Testing Datasets 

Source  Position 

Front View Back View Side View Crowded 

Unsplash  14  6 15 3 

Kaggle  4 15 11 3 

iStock  18  15 14 3 

Total Image  36 36 40 9 
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Figure 3.7 Front View Figure 3.8 Back View 

Figure 3.9 Side View Figure 3.10 Crowded 
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3.4 Image Cropping and Labelling Using LabelImg Software 

Generally, in YOLO version 3 the most used datasets are called “COCO” which 

is defined as “Common Object in Context”. COCO datasets provide labelled and 

segmented objects in images. These datasets consist of more than 200,000 images that 

are labelled according to their classes. These datasets consist of 80 classes such as people, 

umbrella, cat, bus, etcetera. In this study, custom datasets are used to replace the COCO 

datasets since this study focuses on human detection only. Thus, the software named 

“LabelImg” is used to manually crop the object which is human in an image. The datasets 

are initially divided into two different folders which are named training and testing 

accordingly. In the image cropping process, the training file is called in this software to 

manually crop the images which contain humans one by one as shown in Figure 3.11 

below. 

 

Figure 3.11 Cropping images for Human Class Using LabelImg 

After cropping the human class, a text file is generated for each image. Thus, there 

are 282 text files are generated. The text file consists of five pieces of information such 

as the class number, x-centre, y-centre, width, and height of the labelled bounding boxes. 

From Figure 3.12 below 15 represent the class number of “human”, as in the software 

there are already 14 classes such as in Figure 3.13. Thus, in order to differentiate our 
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dataset labelling for class, a “human” class is added. X-centre represents the drawn 

bounding box’s location of centre for x coordinate. The same goes for the y- centre which 

represents the location of centre for the y coordinate. The fourth and the fifth information 

are the width and the height of the bounding boxes. Figure 3.12  shows the information 

inside the text file.  

 

Figure 3.12 Text File After Cropping  

 

Figure 3.13 List of Existing Class in LabelImg 

 

No of 
class x- 

centre 
y- 

centre 
width height 
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After the cropping process completed, all the text files and the train datasets are 

located in the same folder which renames as images and being zipped for the training 

process. Figure 3.14 shows the visualization of the images file and text file in a folder.  

 

Figure 3.14 Files Inside the Cropping Folder to be Zipped 

 

3.5 YOLO Version 3 Algorithms 

YOLO is an abbreviation for “You Only Look Once”. YOLOV3 was released on 

25th March 2018 by Joseph Redmon. This version is an upgraded version of YOLO and 

YOLOv2. YOLO version 3 can mainly be a real-time object detection algorithm that can 

detect a specific object from images or videos. To detect an object, YOLO employs 

features learned by a deep convolutional neural network. YOLO works as it only applies 

a single convolutional neural network to an image (Redmon & Farhadi, 2018). This 

algorithm will separate the image into a few regions and predicts its bounding boxes for 

each region. This algorithm used the Darknet-53 as its backbone with used for feature 

extraction.   
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3.5.1 YOLO Version 3 Architecture 

Initially, YOLOV3 will divide the images into grids and start evaluating each grid 

to predict the bounding box based on the customized trained class probability. Then, it 

will pass images to the convolutional network to be flattened. After that, to avoid the 

overlapping of the bounding boxes in determining the object class probabilities, the 

Intersection over Union (IoU) and Non-Max Suppression (NMS) techniques are applied. 

Intersection over Union (IoU) is to specify the degree of overlap between two boxes. 

While Non-Max Suppression (NMS) technique is to choose the best bounding box from 

a group of overlapping boxes. Thus, the non-max suppression threshold is defined as 0.3. 

This is because, if the threshold value is below 0.1 it will not detect the overlapping of 

the boxes. The same goes if it sets to be very high which is a threshold value equal to 1, 

it will make the boxes overlap in multiple amounts. The network will resize the input 

image into 416 x 416. Then, the network will do multiscale detection at layers 82, layers 

94, and layer 106. In layer 82, the kernel size 1 x 1 will detect at 13 x 13 input image 

which specifically detects a bigger object. While, at layer 94, the image is being detected 

at 26 x 26 to detect a medium object. Then, the last layers where detection occurs at 52 x 

52 for the detection of a small object. This architecture in Figure 3.15 is explained more 

in the Darknet-53 which is the feature extractor of this algorithm in section 3.5.2.  
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Figure 3.15 YOLO version 3 Network Architecture  

Source:(Patel M, 2020)  

3.5.2 Darknet-53 

Darknet-53 is defined as the backbone of the YOLOV3. This backbone was 

introduced by YOLOV3 creators who is Joseph Redmon and Ali Farhadi. This darknet 

architecture uses a Convolution Neural Network consisting of 53-layer; thus, the name is 

Darknet-53 where 53 represents the number of layers being trained on ImageNet and 

composing the 3 x 3 and 1 x 1 filters size. Figure 3.16 below shows the Darknet-53 

network (Redmon & Farhadi, 2018). Darknet-53 is more efficient compared to the 

previous Darknet-19. This network act as a feature extractor. Feature extractor works for 

the process of converting raw data into numerical features that can be handled while 

keeping the original data set's information. Besides, this network consists of 3 different 

prediction heads which process images in 3 different sizes of scale. The convolutional 

layers are followed by a few other layers which are batch normalization and ReLu 

activation. Also, numerous filters are convolved on the pictures using the convolution 

layer, resulting in multiple feature maps. 
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Figure 3.16 Darknet-53 Network Structure  

Source: (Redmon & Farhadi, 2018) 

There are a few parameters involved in this algorithm as shown in Table 3.3 and 

Table 3.4 below. 

Table 3.3 Parameters in the Configuration Files of YOLOV3  

Parameter Description 

Batch Size Represent the number of samples that 

will be processed in a batch  

Learning Rate 0.001  

Channels 3 

Momentum 0.9 

Decay 0.005 

Max Batches 1600 iterations 

Policy Activation function used is the Steps 

function 

Convolution Layers 75 Convolutional layers used ReLu 

Leaky as activation function in each layer 

 



 

 

 40 

Table 3.4 Data Augmentation Parameter 

Parameter Description 

Width 416 

Height 416 

Angle 0 

Saturation 1.5  

Exposure 1.5 

Hue 0.1 

 

3.6 YOLO Version 3 Training 

The training phase is the most important in this algorithm. The training phase will 

cause an improvement of the algorithm itself in terms of accuracy and performance 

during the testing processes. Thus, the quantity of data influenced the accuracy and the 

performance of the algorithm once it is tested. In this study, the trained data are about 

282 images as it is only 70% of the total images whereas 403 images and the balanced 

images are set for the testing process. In the training process, the GPU is utilized, which 

will speed up the training process. The training process takes up from a few hours to 

several days, but with GPU it will speed up the process up to 2000 iterations, which is 

around 10 hours, but it is limited to the internet connection speed as well.   

Figure 3.17 shows the block diagram of training the human detection. Initially, 

datasets of train images are collected. These datasets are downloaded from online sources 

such as Kaggle. Next, the images are trained using the YOLOV3 training algorithm to 

produce a newly trained model related to the fed images.  
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Figure 3.17 Block Diagram of Training Human Detection 

Referring to Figure 3.18, the flow of the training process is started by activation 

of GPU, followed by mounting the Google Drive by connecting Google Drive to the 

Google Colaboratory for importing the training dataset. Next, the neural network 

framework such as Darknet-53 is utilized in this project. Darknet is used to perform 

feature extraction (Redmon & Farhadi, 2018). Then, the network is compiled using 

Nvidia GPU as this network works together with GPU computation. Besides, a few 

configurations in training need to be set up such as the batch numbers which represent 

the iteration numbers, filters, and batch subdivisions. In short, filters are totalled 

multiplication of a number of bounding boxes per grid which is denoted by the value of 

3, with the number of classes which is denoted by the value of 1 represented by human, 

and the number of 5. Next, by creating a new folder in Google Drive to store the training 

weight. After that, an obj.names file is created which consists of a class name which is 

“human”. Finally, start the training based on the iteration number, and the weight file will 

keep updated for every 100 iterations in the folder created on Google Drive. It also creates 

another weight file whenever the iterations reached 1000 iterations. The weight file is a 

binary file, where the weight is stored in float data type. The function of this weight file 

is to represent the trained model. 
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Figure 3.18 Training Flowchart 

 

3.7 YOLO Version 3 Testing  

In the testing process, there are two testing is conducted which are human 

detection for various positions using online datasets and the other test is to test the 

reference image for measurement of social distance purposes. For the first testing, the 

block diagram in Figure 3.19 is the flow of the testing as the input image is called, then 

the system will detect a human in each image. After that, it will create green bounding 

boxes together with a “human” label when a human is detected. There are about 282 
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images are tested. For second testing another additional 300 images are also being tested, 

but only for human detection with social distancing detection. 

 

Figure 3.19 Testing Block Diagram 

Next, the flowchart in Figure 3.20 shows the flow of the system throughout the 

testing process. Initially, Google Drive is mounted to access the related files such as 

generated weight file from training, testing configuration file, and test image file. The 

related library such as cv2, numpy, glob, random, and distance are imported. After that, 

the network is loaded into memory which consists of weight files and testing 

configuration files. This project is focusing on human detection. Thus, the class name is 

declared as a human so that when the detection is done, the output will display the word 

“human” on the output image. Next, the file path of the test images dataset is declared so 

that the detection system will continuously loop the test image after one image is tested. 

In every image that is being tested, there is some information such as the image’s height, 

width, and its channel accessed and declared as img.shape. This testing process is 

followed by pre-processing images which are mean subtraction, resizing images, and 

channel swapping. Then, it will compute the output by running the forward path and will 

start displaying the class name on the screen as 0 since there is only one class in this 

detection. After that, the bounding box is extracted by checking the confidence value, if 

the confidence value is greater than 0.3, it will continue to calculate the value of x-centre, 

y-centre, width, height, x, and y. The calculated values are now being added to the list of 

boxes and continue calculating the indexes by applying non-maxima suppression with a 

threshold value and IoU threshold value. If the index, “I” is in the range of the boxes, it 

will plot the green box to represent there is a detected human in the image together with 

the class name label.    
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Figure 3.20 Testing Flowchart 
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3.7.1 Datasets Collection for Testing Images (Human Detection and Social 

Distancing Detection) 

This dataset is specifically created for detection of human and social distancing 

detection, 5 videos are being recorded which consist of humans with different positions. 

The videos are extracted into 60 images for each video. The duration of the videos is 

about 3 minutes per video. The extracted images are taken every 3 seconds by using 

PhotoDirector for Acer software. Hence, Figure 3.21, Figure 3.22, Figure 3.23, Figure 

3.24, and Figure 3.25 shows the extracted images based on the type of positions. Table 

3.5 shows the details of the dataset.   

Table 3.5 Dataset for Social Distancing Detection 

Position Number of Image 

Front View 60 

Side View 1 60 

Side View 2 60 

No SOP 1 60 

No SOP 2 60 

Total Image 300 
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Figure 3.21 Front View Figure 3.22 Side View 1 

Figure 3.23 Side View 2 Figure 3.24 NO SOP 1 

Figure 3.25 NO SOP 2 
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3.7.2 Testing Custom Datasets  

The testing process is a process to test the generated file during the training 

process. Initially, the testing process is started by enabling the GPU NVIDIA as shown 

in Figure 3.26 below. The purpose of enabling the GPU is to increase the speed during 

the testing process. From the figure, the GPU used in Google Colaboratory is NVIDIA 

Tesla T4 which has a max execution time of around 12 hours of free access provided by 

Google Colaboratory.  

 

Figure 3.26 Enable GPU in Google Colaboratory 

Google drive is used to import the weight file that is being generated during the 

training process and located in a single folder named “yoloV3”. In that folder, there are 

several files such as a configuration file, zipped labelled image training folder, online 

datasets test folder, reference image folder, and customed testing images folder. After 

that, the related libraries are imported to start the coding process. Next, the configuration 

file and weights file are loaded by using cv function readNet where it will read the deep 

learning network which only supports the configuration and model (weight) file. The 

class of the custom object is customized as “human” so that the output images that detect 

a human in the image will appear in that class together with the bounding box. After that, 

the coding continues to call the images file path from google drive where the file is 

located. In this project, the test image folder is named “online final dataset”. Then, the 

system will now detect the object which is human only and start creating the bounding 

boxes by scanning throughout all the bounding boxes output from the network by keeping 
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the one with a high confidence score, and the box’s class label is assigned as in Figure 

3.27 and Figure 3.28. The cv2.rectangle is used to create the bounding boxes in green 

color with a border line thickness of 2, which represent by decimal codes 255 on the 

image with a starting point and end point. The border thickness value is represented in 

pixel values. The starting point is represented by the x-coordinates and y-coordinates. 

Whilst, the end point is represented by the total of x-coordinates of the detected object 

and its width and the total of y-coordinates of the detected image and its height. After 

that, the cv2.putText function is to put the text on the detected image. In this code, the 

detected object will be labelled as human, and its confidence values in the green color of 

the detected image with floating type number in 4 decimal places. The position of the text 

is being fixed with x-coordinates values of the detected object and y-coordinates values 

with subtraction of 10 which gives the position of the text above the drawn bounding box.  

 

Figure 3.27 Pseudo Code of Human Detection 
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Figure 3.28 Pseudo Code of Creating Bounding Boxes 

 

3.8 Distance Measurement 

In measuring the distance between the human, a reference image is needed for the 

measurement. The reference image is taken from the dataset. The image is consisting of 

a student in a front-standing position within a specific distance from a phone camera. The 

flowchart in Figure 3.29 shows the details step in setting up the reference image. Overall, 

the flowchart is just the same as the previous testing flowchart but with another additional 

process which is the output image will also display the width and height of the detected 

human on the image. Those width and height are in pixel unit representation. In order to 

make the distance measurement reliable in real-life situations, the pixel value of the width 

is presently being converted to the centimetre unit by using a ratio formulation. The 

human real-life width is measured beforehand with a value of 36 centimetres using a 

measuring tape.  



 

 

 50 

 

Figure 3.29 Flowchart of Set Up Reference Image 

 

3.8.1 Set Up Reference Image tools 

In this subsection, two tools are being used to set up the reference image dataset 
which is measuring tape, and a phone camera as Figure 3.30 and Figure 3.31 below.  

 

Figure 3.30 Measuring Tape 
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Figure 3.31 Samsung Galaxy A53 Phone Camera 

To make the detection functional well, the position of the model must similar to 

the train image such as the front view position. Thus, Figure 3.32 and Figure 3.33 below 

are the sketches. Figure 3.34 shows the real-life scenario of the set-up process. The 

distance between the camera and the human is about 202cm.  

 

Figure 3.32 Sketches of Side View 
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Figure 3.33 Sketches of Front View 
 

 

Figure 3.34 Real Scenario Image 

To match the real-life measurement with the image measurement, the ratio 

approach is used. As in the flowchart in Figure 3.29, there are the width and height of the 

detected object based on the bounding box that appeared in the output image, thus the 

width is used to calculate the ratio between pixels and centimetres.  
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Figure 3.35 Before and After Detection Output 

The width or total distance in the pixel is annotated as D, while real-life width or 

total distance in centimetre is annotated as Dc. Equation 3.1 is generated by a simple ratio 

calculation which produces a pixel value in centimetre unit. Thus, 1 pixel is equivalent 

to 0.1978cm.  

1 𝑝𝑖𝑥𝑒𝑙 =
𝐷𝑐 (𝑐𝑚)

𝐷 (𝑝𝑖𝑥𝑒𝑙) =
36 𝑐𝑚

182 𝑝𝑖𝑥𝑒𝑙
 

 

3.1 

 

 

 

Concerning computing the distance between two people, the Euclidean distance 

formula as shown in Equation 3.2 is used. This expression measures the distance between 

the pairwise bounding boxes between two people. For any of two people, the distance 

between them is less than “Safe Distance” (i.e., the set value of safe social distance which 

is 100cm) which is considered to contribute to non-adherence of social distancing. The 

equation in Equation 3.2 being multiplied with 0.1978 is because to make Euclidean 

distance value is measured in pixel converted into centimetre as calculating using ratio 

approach in section 3.8.1. 
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𝑑 = [√(𝑋2 − 𝑋1)2 + (𝑌2 − 𝑌1)2] (0.1978) 3.2 

 

 

 

3.8.2 Social Distancing Detection  

Figure 3.36 shows the block diagram of the social distancing approximation 

detection. The method will initially detect the model through the custom-trained model 

then compute the distance between two people and will classify if there is social 

distancing between two people or not based on a set safe distance.  

 

Figure 3.36 Block Diagram for Social Distancing Detection 

The flowchart of social distancing detection is illustrated in  

Figure 3.37. There is an additional function that is being added after the human 

detection process. The system checked if the box indexes are greater than 2 or not. If the 

indexes give the true values, then it will proceed in plotting the bounding boxes and a 

line from the centroid of the first box to another box. The lines represent the calculated 

distance between two humans. Hence, the Euclidean distance formula with additional 

multiplication with the calculated ratio value which is 0.1978 is used to determine the 

total distance between two people in centimetres. However, the violation is detected once 

the measured distance is less than “Safe Distance” which is 100cm. Thus, the bounding 

boxes that are created at the output will be in red representation together with the line that 

is being plotted from the centroid of the first box to the second box. The measured 

distance is displayed on the top left of the image frame with red color also. However, if 

the measured distance is greater or equal to the “Safe Distance” values, the output of 
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detection and the distance value will be displayed in green color. This represents that 

human comply with the social distancing safe distance.    

 

Figure 3.37 Flowchart of Testing Social Distancing 
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CHAPTER 4 

 

 

RESULT AND DISCUSSION 

4.1 Introduction 

This chapter will discuss the overall results of the proposed method. The proposed 

method for human detection as mentioned in chapter 3 utilized You Only Look Once 

version 3 (YOLOV3). Next, for distance detection, the Euclidean distance formula is used 

and multiplied by 0.1978. This human detection and social distancing monitoring method 

is tested on the custom datasets. The datasets were retrieved from the online source which 

was from Kaggle, Unsplash, and iStock websites. Besides, there is another custom dataset 

of around 300 images that are being extracted from videos to test the overall system. The 

detection accuracies are calculated based on the position for human detection. Thus, this 

chapter is divided into two sections. First section 4.2, will be focusing on the performance 

of the produced trained model. Secondly, section 4.3 will be discussing the analysis of 

human detection and social distancing detection with the use of the different datasets.  

4.2 Training YOLOV3 Results 

In the training process, it is expected a weight file will be generated at the end of 

the training process. Along with the weight files, there is a list of output lines of the 

training process which calculates the number of iterations, total losses, average losses, 

and Mean Average Precision (mAP). Thus, from the output lines, the information such 

as average losses and Mean Average Precision (mAP) are being analyzed to see the 

performance of the trained model using custom datasets.  

In the YOLOV3 training phase with a customed dataset, it produced output as 

shown in Figure 4.1. The figure shows the information of the batch output after 1648 

iterations which consists of many iterations, total losses, average losses, and learning rate. 

1648 is defined as the number of last iterations. 0.2036 indicates the overall loss and 

0.2350 indicates the average loss. Next, the 0.001 rate represents the current learning rate 



 

 

 57 

of the training defined in the configuration files. Next, burn_in is the number of batches 

that will ramp the learning rate from 0 to the set learning rate. As the iterations have 

passed the burn_in iterations which are 1000 iterations, thus the learning rate is 

maintained until the end of iterations.  Meanwhile, 8.1804 seconds indicates the total time 

that is being spent for the current iteration which is at 1648 iterations. In this training 

phase, the overall training time for this project already reached 12 hours of continuous 

training. Since the use of free online GPU provided by Google Colaboratory is only 12 

hours. On the other hand, the internet speed also affects the training duration.    

 

Figure 4.1 Training Result After 1648 Iterations 

The training can be stopped as shown in Figure 4.2, the average losses value 

decreasing into small values. It shows the average losses are decreasing from 2045.1033 

to 0.2350. Losses is showing how bad the model is in predictions. Therefore, all the 

average values are being analyzed using excel as in below Figure 4.3 to see the trend of 

the average losses of the trained model.  

 

Figure 4.2 Average Losses vs. Iterations 
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Figure 4.3 List of Average Losses of 1st Iteration Until 20th Iterations 

The object detection model commonly used Mean Average Precision (mAP) to 

evaluate the performance of the trained model. The indicator of the best Mean Average 

Precision (mAP) is determined by the value itself. The higher the Mean Average 

Precision (mAP) means that the model is good enough for the detection process. In this 

project, the calculated Mean Average Precision (mAP) during training is 99.68% as 

shown in Figure 4.4. Thus, this model is suitable to use for in testing in human detection.  
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Figure 4.4 mAP vs. Iterations 

 

4.3 Testing YOLOV3 on Human Detection and Social Distancing Detection 

After the training process, the testing process will take place by feeding the input 

images into the algorithm to test the model in terms of its object detection. After 1648 

iterations of training it is expected that the detection accuracy over 121 images is higher 

as the training accuracy model represented by mAP is 99.68%. The results are shown in 

sections 4.3.1 and 4.3.2. 

4.3.1 Human Detection Using Online Datasets 

This subsection will discuss the results of human detection in various positions. 

This YOLOV3 detects the human based on the set object threshold which is 0.5 and the 

non-maxima suppression threshold at 0.3. Thus, if the object scores are in the range of 

0.5 and above, then the detection occurs. Figure 4.5 shows the first example output of the 

front view position of humans where there are two green bounding boxes representing 

the detection of both humans in the images are successfully detected with object score 

around 0.9973 for the right bounding box and 0.9366 for the left bounding box. While 

Figure 4.6 shows the detected human with an object score of 0.9955. The object scores 

represent how close the detected object is to the real object. The second example of front 

view output is also detected as human even though the person is holding an umbrella. 

Furthermore, this position gives overall accuracy of 94.44% which was calculated using 
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equation 4.1 with a total of 34 images out of 36 images are successfully detected humans 

in the images.  

 

Figure 4.5 Example 1 Front View 

 

 

Figure 4.6 Example 2 Front View 

For the back view image sample, the testing model is capable to detect the human 

with object scores of 0.9225 even if the individual is in a dark situation, where there is a 

shadow of the tree on the human body. Thus, the data augmentation during training helps 

in detecting humans in the image even in a dark situation. The data augmentation works 

when there is an adjustment of the image Exposure as in Table 3.4. Therefore, this Figure 

4.7 image exposure will become brighter compared to the input image. Next, in the 

second example as in Figure 4.8, the model also successfully detects the human as the 

object score is 0.9807 even though the man is holding a watering can. Thus, the number 

of images for this position is classified successfully with 91.67% of accuracy (33 images 

out of 36 images). 
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Figure 4.7 Example 1 Back View 

 

 

Figure 4.8 Example 2 Back View 

For the side view image sample, the model also successfully detects the human in 

the image as the humans in Figure 4.9 has an object score of 0.9422 for the left bounding 

box, and 0.9784 for the right bounding box. Next, in the second example of side view as 

shown in Figure 4.10, a standing woman also successfully detected with object scores of 

left bounding boxes is 0.9960 and the other bounding box with object score of 0.9865. In 

this figure, the model also successfully detects the human position in the side view even 

though both of them are opposite to each other. Overall, this position gives higher 

accuracy compared to other positions since there are about 39 out of 40 images 

successfully detects human in the images which give a percentage accuracy of 97.50%.  
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Figure 4.9 Example 1 Side View 

 

 

Figure 4.10 Example 2 Side View 

Lastly, for the crowded position the first example in Figure 4.11, the model still 

can detect the human in the figure as the body of the human is half of the frame, this is 

due to the object scores which are all above 0.5 where from the left bounding boxes to 

the right bounding boxes the object score is 0.9391, 0.9865, and 0.9556 respectively. In 

Figure 4.12, the human is also being detected by the model. Overall, the percentage of 

accuracy for this position is 88.89% and 8 out of 9 images are detected humans in it.  
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Figure 4.11 Example 1 Crowded 

 

 

Figure 4.12 Example 2 Crowded 

Overall, for the online dataset for testing, there are 114 out of 121 images are 

come out with the result of human detection by calculating accuracy percentages as 

equation 4.1. The percentage accuracies of human detection are 94.21%. For each 

position, the summary of percentage accuracies is calculated as in Table 4.1. 

             𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦(%) = 𝑡𝑜𝑡𝑎𝑙 𝑖𝑚𝑎𝑔𝑒𝑠 𝑡ℎ𝑎𝑡 𝑑𝑒𝑡𝑒𝑐𝑡 ℎ𝑢𝑚𝑎𝑛
𝑡𝑜𝑡𝑎𝑙 𝑖𝑛𝑝𝑢𝑡 𝑖𝑚𝑎𝑔𝑒𝑠

× 100% 4.1 
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Table 4.1 Testing Accuracy Based on Human Positions 

No  Positions Total Image  Detected 

Human  

Accuracy (%) 

1.  Front view 36 34 94.44 

2.  Back view 36 33 91.67 

3.  Side view  40 39 97.50 

4.  Crowded 9 8 88.89 

 Total 121 114 94.21 

 

The number of humans per image also calculated which to determine what is the 

maximum number of humans that can be detected by this method. Generally, each human 

in each position is being calculated manually to take the actual number of humans 

detected per image. Table 4.2 shows the summary of the percentage accuracies of the 

detected number of humans per image in every position with an overall accuracy value 

of 80.62%. The highest detection number of humans per position goes to the front view 

sample image with a percentage accuracy of 91.25%. Overall, the maximum number of 

humans detected in an image is about seven humans as in Figure 4.13 below.   

Table 4.2 Testing Accuracy Based on Number of Human Per Image (in each position) 

No  Positions Total Image  Detected 

Human  

(Per image)  

Accuracy (%) 

1.  Front view 36 32.85 91.25 

2.  Back view  36 29.03 80.64 

3.  Side view 40 31.17 77.93 

4.  Crowded 9 4.5 50.00 

 Total 121 97.55 80.62 

 



 

 

 65 

 

Figure 4.13 Maximum Human Detected 

 

4.3.2  Human Detection on Custom Datasets 

For the human testing of custom datasets by using the same model, the results of 

accuracies are represented in Table 4.3. Only in a position which is NO SOP 1, the model 

cannot detect the human in the image because the object score of the human is less than 

0.5. However, for the front view, side view 1, side view 2, and no sop 2 the model 

successfully detected both humans in the images. Figure 4.14 below shows the result for 

the front view position image.  

Table 4.3 Testing Accuracy of Human Detection Using Custome Datasets 

No  Positions Total Image  Detected 

Human  

Accuracy (%) 

1.  Front view 60 60 100.00 

2.  Side view 1 60 60 100.00 

3.  Side view 2 60 60 100.00 

4.  NO SOP 1 60 54 90.00 

5.  NO SOP 2 60 60 100.00 

 Total 300 294 98.00 
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Figure 4.14 Example of Both Humans are Detected 

 

4.3.3 Social Distancing Detection 

In social distancing detection, the detection model calculates the distance 

whenever there is more than one bounding box is detected. Then, the model calculates 

the distance between the centroids of bounding boxes by using the Euclidean distance 

formula. The distance between two people is categorized as safe if the distance between 

two people is larger or equal to the “Safe Distance” value which is 100cm. Figure 4.15 

shows the result of social distancing detection between people of the tested image in the 

front view position. From this image, the displayed distance on the top-left of the image 

shows the distance is 100.10cm, which is closed to the real-life distance between two 

people. However, for the second example of front view social distancing detection, as 

shown in Figure 4.16, the measured distance is 100.29cm. These two images have 

different distances as this is the custom dataset, which is from a recorded video that is 

being extracted into 60 images. Thus, based on the bounding boxes observed, the values 

of object score for both humans in Figure 4.15 and Figure 4.16 are different whereas for 

the human on the left the object score is 0.9705 in Figure 4.15 and 0.9619 in Figure 4.16. 

Meanwhile, the score for humans on the left in Figure 4.15 is 0.9903 and in Figure 4.16 

is 0.9880. This happened due to the bounding box is not fit for the detected human. The 

detection occurred as the threshold score matched the value in predicted bounding boxes 

during training. Moreover, during the training, there are various sizes of humans. Hence, 

the precise number for detection at the detected distance is accepted at ±0.3cm. 
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Figure 4.15 Example 1 Front View Safe Distance 
 

 

Figure 4.16 Example 2 Front View Safe Distance 

Next, red bounding boxes indicate the social distancing violation occurs where 

the distance between two people is below the “Safe Distance” value which is 100cm. 

Therefore, for the positions NO SOP 1 and NO SOP 2 the setup distance between two 

people during datasets are taken is about 60cm. Figure 4.17 show the reading of the 

distance between two humans is 60.33cm. Since the distance measured is below the “Safe 

Distance” value, therefore the bounding boxes are red-colored to indicate the violation in 

social distancing occurred.  
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Figure 4.17 Unsafe Distance Between 2 People (NO SOP 2) 
 

4.4 Misdetection of human 

After 121 images from the online dataset are tested, there is a misdetection image 

of a human. This faulty detection occurs when it detects the stacked pallet as human as 

shown in Figure 4.18. This misdetection occurs because the object score of the stacked 

pallet is about 0.5117. As discussed in the testing section 4.3.1. The object score is 

dropped to 0.5 and the stacked pallet looks like a man in a white suit.  

 

Figure 4.18 Misdetection Pallet 

In a detection system, there must be imperfections such as the system being 

unable to detect a particular object. From the results from a customed dataset, there are a 

few misdetections that occur in detection the of humans as shown in Figure 4.19. This 

image is extracted from a video. The system directly detects the hanging shirt as human. 

This can be clarified because the background of the hanging shirt is similar to the detected 
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human. Hence, the human with yellow-door background is not detected as a human. From 

this image sample, the background of the object also influenced the detection results.  

 

Figure 4.19 Misdetection of Human
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CHAPTER 5 

 

 

CONCLUSION 

5.1 Introduction 

This chapter will summarize the method used and the overall result of this study. 

Future work recommendations are also discussed in this chapter to improve the current 

performance and the application of the system. Next, the project’s impact on society is 

also being discussed in this chapter.  

5.2 Conclusion 

In this study, the deep learning approach is used for human detection. The deep 

learning method, YOLOV3 is chosen because of the output performance produced after 

the training process. The trained model gives 99.68% of Mean Average Precision (mAP) 

for human class prediction. To conclude, the current datasets collected from online 

sources which are about 403 produced overall accuracy of 94.21% of human detection. 

Besides, each position such as front view, back view, side view, and the crowd gives a 

result of human detection at 94.44%, 91.67%, 97.50%, and 88.89% respectively. Hence, 

the highest accuracy of human detection goes to the side view position with a percentage 

accuracy of 97.50%. Besides, using the same model for its dataset gives overall 

percentage accuracy which is 98.00% in detecting humans. Next, the social distance 

detection is successfully developed by using the Euclidean distance formula by 

multiplying it by a calculated ratio of a pixel to centimetre which is 0.1978cm. Hence, 

the detected social distancing result is also in the range of acceptable at ±0.3cm. For 

future work, it is suggested to increase the number of images to achieve the targeted 

percent accuracy. Next, this method can be implemented in real-time since the speed of 

detection is fast and not only for social distancing applications but can be used for other 

applications such as virtual reality games. Impact on the society, this project might help 

in making the society becomes more discipline in practicing the new norm. This is due 
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to the society realizing that whenever they are not adhering to the social distancing the 

possibility for them to be infected by the viruses is high since the viruses are now likely 

easy to spread. In addition, when people are infected by the virus it is difficult for them 

to go through their daily life. 
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Appendix A: Gantt Chart   
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Appendix B: Analysis on Social Distancing Detection 

video front measured 100cm 

No Output Distance(cm) 
Accuracy  

Human Detection 

1 

 

99.7 1 

2 

 

99.7 1 

3 

 

99.5 1 

4 

 

99.32 1 

 


