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ABSTRAK 

Kecederaan otak traumatik (akibat jatuh dan renjatan), terseliuh, patah tulang, dan 

kecederaan lain boleh disebabkan oleh tergelincir dan jatuh di atas tanah, gas bocor yang 

berbahaya untuk disedut dan perlanggaran adalah punca utama kematian di kawasan 

pembinaan (akibat daripada dihentak oleh objek). Jabatan Keselamatan dan Kesihatan 

Pekerjaan (JKKP) di Malaysia mewajibkan kontraktor untuk sentiasa menguatkuasakan 

dan memantau peralatan perlindungan diri (PPE) yang mencukupi untuk pekerja 

(contohnya, topi keledar keras dan vest) sebagai langkah pencegahan. Di samping itu, 

kerana wabak COVID-19 sejak dua tahun yang lalu, memakai topeng muka di kilang, 

jabatan, atau pejabat kerja adalah kritikal. Laporan ini membentangkan teknik 

pembelajaran mendalam untuk mengesan pelbagai peralatan perlindungan diri pekerja 

secara serentak berdasarkan algoritma pengesanan objek You-Only-Look-Once Versi 4 

(YOLOv4). Keseluruhan proses latihan atau pengiraan akan dilakukan di Google 

Colaboratory. Dengan menggunakan kaedah ini, hasil latihan menunjukkan bahawa Min 

Average Precision (mAP) untuk latihan terbaik adalah 97.04% untuk mengesan pelbagai 

alat perlindungan perseorangan. 
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ABSTRACT 

Traumatic brain injuries (from falls and electrocution), sprains, broken bones, and other 

injuries can result from slipping and falling on the ground, leaking gas that is hazardous 

to inhale and collisions are the primary causes of construction fatalities (resulting from 

being struck by objects). The Department of Occupational Safety and Health (DOSH) in 

Malaysia mandates contractors to always enforce and monitor adequate Personal 

Protective Equipment (PPE) for workers (e.g., hard helmet and vest) as a preventative 

measure. In addition, because of the COVID-19 outbreak over the last two years, wearing 

a face mask in factories, departments, or working offices is critical. This paper presents 

a deep learning technique for detecting multiple personal protection equipment at once 

based on the You-Only-Look-Once Version 4 (YOLOv4) object detection algorithm. The 

whole training process or computation is done in Google Colaboratory. The training 

result shows that the Mean Average Precision (mAP) for the best weight training is up to 

97.04% for detecting multiple PPE by using this method. 
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CHAPTER 1 

 

 

INTRODUCTION 

1.1 Introduction 

Construction is one of the world's most important industries. However, because of the 

high incidence of workplace accidents and worker injuries, this industry is one of the 

most dangerous of all. Construction had the largest total number of fatal occupational 

injuries in the United States in 2016-17, compared to all other industries. According to 

the Bureau of Labour Statistics (BLS), 991 fatal events (or 19 percent of all fatalities) 

occurred over this period [1]. Furthermore, the number of nonfatal occupational injuries 

and illnesses in construction jobs was 79,810 in 2017, which was similarly excessive [1]. 

The "fatal four" – falls, being struck by an object, electrocutions, and being caught 

in/between – were responsible for over 60% of construction worker deaths in 2017 [2]. 

Malaysia has moved quickly to keep up with the times as it strives for robust economic 

growth and to define its own future. One of the most crucial industries for a country's 

development is construction. However, the building sector contributes to the high 

accident rate, which is in accordance with the economy's healthy expansion [3]. In 2017, 

the construction industry remained one of Malaysia's most important sectors, employing 

over 1.33 million people, accounting for 9.1% of total employment. According to the 

Social Security Organisation (SOCSO), there were 7,338 accidents reported in the 

construction sector in 2016, up from 4,330 cases reported in 2011, a 69.47 percent rise 

[3]. According to the Department of Occupational Safety and Health (DOSH), 106 deaths 

in the construction industry were reported in 2016, compared to 88 in 2015. SOCSO and 

DOSH statistics show that the number of fatal accident cases has increased by 231.9 

percent and 125.8%, respectively, in the last five years [3] 
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Most of these injuries/fatalities might have been avoided if workers had worn proper 

personal protective equipment (PPE), particularly a hard hat and a safety vest. The 

Occupational Safety and Health Administration (OSHA), as well as similar agencies in 

other countries, mandate that all personnel working near site hazards wear appropriate 

personal protective equipment (PPE) to reduce the risk of being exposed to or injured by 

hazards [3]. It is the obligation of both employers and employees to maintain workplace 

safety and health under OSHA 1994. Employers and contractors who fail to create a safe 

and healthy working environment for their employees may be prosecuted under Section 

15 of OSHA 1994, which has a maximum penalty of RM50,000 in fines, two years in 

prison, or both [4]. 

In this project, cameras are used to capture images or recordings of the site, which are 

then analysed to ensure PPE compliance. This method delivers more detailed information 

on the scene, which can be used to better understand complex building sites more quickly, 

precisely, and thoroughly. Multiple Personal Protective Equipment will be detected using 

deep learning technique. 

1.2 Problem Statement 

The current commercialized method of detecting and monitoring PPE compliance 

necessitated the installation of a sensor within the PPE. Most construction companies in 

Malaysia still using this approach to detect worker PPE that equipped with RFID tags 

passing through the gate, it will be detected by an RFID reader or an antenna system. For 

example, some projects using RFID tags affixed on each PPE compliance and scanning 

the tag with a scanner to see if the workers are correctly wearing PPE. This method is 

quite costly due to sensor purchasing, instalment and maintenance in each PPE on each 

worker [5]. 
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1.3 Objective 

This project embarks the following objectives: 

i. To develop a real-time multiple Personal Protective Equipment (PPE) detection 

approach using YOLOv4 object detection algorithm with Darknet framework and 

Python. 

ii. To achieve a sustainable result in terms of accuracy, precision, and speed in real-

time computation. 

iii. To evaluate the overall performance of the algorithm used in terms of accuracy, 

precision, and speed. 

 

1.4 Scope of works 

 Scopes of this project includes: 

i. Multiple classes of PPE will be included such as safety hat, safety mask, and vest 

for the dataset. 

ii. Using You-Only-Look-Once (YOLOv4) real-time object detection algorithm in 

Darknet Framework. 

iii. To detect if a worker is wearing all PPE appropriately. 

iv. Computation will be done in Google Colaboratory. 

v. Lighting and white background will be used for controlled environment. 

vi. Computer webcam are used for real-time detection testing purposes. 
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1.5 Thesis Outline 

Chapter 1 explain about the whole research including expected results or outcomes. 

Chapter 2 explain about the literature review of research done by other authors in 

implementing the object detection in same manners of detecting PPE. In this chapter also 

explain the significant of proposing the method that will be used in this project compared 

to other projects discuss in literature review. 

Chapter 3 explain about the research methodology applied in this project, as well as 

some of the techniques and software involved in the development of the multiple PPE 

object detection. 

Chapter 4 explain about the whole discussion of the performance of the project by 

carrying out analysis on the results obtained under different aspects, thus clearly seeing 

the outcome of this whole project.  

Chapter 5 concludes thesis with summary of the contributions and suggestions of the 

future research direction with regards to the issue.
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CHAPTER 2 

 

 

LITERATURE REVIEW 

2.1 Introduction 

In this chapter, three methods were discussed. The first method is Sensor Based Approach 

which this approach will be discussing about physical component or material attached to 

PPE of a workers to make a detection. This approach gives only detect or not detect result 

after detection has been made. On contrary, the Vision-Based Approach which come up 

with two different method such as Image Detection method and Real-Time Detection 

method. Both methods had something on common which utilizing the computer vision to 

make a detection. 

2.1.1 Sensor Based Personal Protective Equipment Detection Approach 

The broadly existing method for Personal Protective Equipment (PPE) detection has two 

different categories which are sensor-based and vision-based. The general idea of this 

sensor-based PPE detection method is to detect the installed sensor in each PPE. Sensors 

such as photoresistors, optical sensors, force stretchable resistors, and touch sensors are 

mainly used. This general idea can be broadened widely in the system by using the 

internet of things (IoT) with wireless Wi-Fi modules tagged on the PPE and these sensors 

are embedded with near real time data processing algorithms for proper wearing detection 

[6]. This algorithm has been implemented in some industries such as mining industries 

where the Radio-Frequency Identification is used to control workers PPE, control of 

personnel to access mining sites and RFID solutions for tracking explosives. Each PPE 

component must have an RFID tag attached to regulate the Personal Protective 

Equipment (PPE). When a person wearing RFID-enabled PPE passes through a gate, it 

is recognised by an RFID reader, or an antenna system as shown in Figure 2.1. This 

means, to control the Personal Protective Equipment (PPE) required each PPE component 
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must be attached with an RFID tag [7]. Another similar approach has been investigated 

by Zhang et al., where Global Positioning System (GPS) were used to track or locate the 

workers and safety helmet [8]. However, according to Nath et al., with nowadays 

technology this method is considered outdated due to cost ineffective as it requires a 

significant investment in purchasing, installing, and maintaining the sensor network 

stability in real life practice. [5] 

 

Figure 2.1: RFID and tag system attach to Personal Protective Equipment [7] 

 

2.1.2 Personal Protective Equipment with Image Detection Approach 

Image detection is one of vision-based approaches to analyse and verify PPE compliance 

by using cameras. This approach is indeed more sophisticated than using Sensor-Based 

approach since it provides richer information about the scene on construction site that has 

been captured through cameras [5]. However, the shortcomings of the camera (e.g., low 

resolution, limited range of view) used can be one of the reason this approach is not 

suitable for real-time implementation as it will gives a bad result according to quality of 
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the camera. According to Asgrawal et al., this approach is using the information of the 

detection image to improve workplace safety practices only [9] 

Using the Faster Region-based Convolutional Neural Networks (R-CNN) method, the 

author presents an image detection model for workers' safety situations based on PPE 

compliance [10]. TensorFlow was used to execute this experiment, which used 1,129 

photos from the MIT Places Database (from Scene Recognition) as a training dataset and 

333 anonymous dataset images from real construction sites as a training dataset. Figure 

2.2 shows the overall research process of proposed method. 

 

Figure 2.2: Overall Research Process [10] 

 

Another method, the author suggested the model that outlines the creation of a computer 

vision system for detecting and classifying clothing in e-commerce images by using 

YOLOv3 and Residual Networks architectures. The DeepFashion dataset is used which 

contains box annotations for locations of clothes, and manually collected data for training 

and testing the clothes detection network and classification network. The suggested 
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models use bounding boxes to identify clothes and then classify the colour of the 

identified clothing. The experimental findings show that the suggested CNN architectures 

are the most efficient and effective network topologies for detecting and classifying 

clothing. 

Another approach used Amazon Rekognition for PPE detection [9]. To detect PPE in an 

image, DetectProtectiveEquipment API is applied and pass an input image. The input 

image (in JPG or PNG format) either as raw bytes or as an object stored in an Amazon 

Simple Storage Service (Amazon S3) bucket. A summarization result obtained with a 

confidence score of above 80%. The response includes a consolidated per-image 

identifier (ID) summary of persons with the required PPE, persons without the required 

PPE, and persons where a determination could not be made. The drawback of this 

detection is the detection detects multiple PPE only one frame per time. It unable to detect 

whether the PPE is being detected properly in real time frame. Besides that, it will be 

time costly to detect every worker’s PPE in the site because after capturing an image. The 

result in detect will going take some time for the detection to be made upon that image. 

2.1.3 Real-Time Personal Protective Equipment Detection Using Deep Learning 

Approach  

In modern years, deep learning technology have gotten a lot of interest in computer vision 

due to its capacity to self-learn relevant features from large-scale, annotated training data 

[11]. Fundamentally, Convolutional Neural Network (CNN) has being the most used in 

deep learning technology especially for image classification and object detection. For 

example, Zhafran et al., used CNNs to monitor directly and detect workers who do not 

wear PPE and the system can give a warning if there are workers who do not wear PPE 

completely and could be implemented into several workplaces that have the requirements 

for the detection [12] In his research, he obtained accuracy percentage of 79.14% and the 

precision of 80%. Although the system has been successfully trained and implemented, 

the accuracy and precision are still lower than other object detection such as YOLO. 

On top of that, as the pandemic continue to cause a global health crisis all around the 

world, Saran et al., has developed a deep learning-based system using CNNs architecture 

that can detect both masked and unmasked faces and can be integrated with pre-installed 

CCTV cameras [13]. The model has a total of 1,727 and 320 training and validation 
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sample respectively. The result obtained from training has a final loss and final accuracy 

of 0.524 and 99.783 respectively. CNNs excel at comprehending visual data and data that 

is not presented in a logical order. They fall short, however, when it comes to deciphering 

temporal information like videos (which are simply a series of discrete pictures) and text 

blocks. 

The author also studied about CNNs model approach and develop using transfer learning 

with based version of YOLOv3 to make a prediction of PPE compliance [14]. On the test 

dataset, the model received an F1 score of 0.96, with an average accuracy and recall rate 

of 96 percent. NOT SAFE, SAFE, NoHardHat, and NoJacket are the four categories in 

which the model predicts compliance. A total of 2,509 photos were acquired from video 

recordings made at various building sites and used to train the model on the web. 

The model proposed by Vinh et al., as he employed the Haar cascade classifier, YOLOv3, 

and data from the MAFA dataset to determine whether someone is wearing a mask [15]. 

Pre-processing, face detection, and mask detection are the three processes of their 

proposed approach. Colour consistency of the input image is assured during pre-

processing utilising auto white balance. The unsharp filter is then used to enhance the 

edges in the supplied image. The Haar cascade classifier is used to recognise faces in the 

processed picture frame in the following phase. Following face detection, trained 

YOLOv3 determines whether there is a mask covering the face. They used the MAFA 

dataset which is a dataset platform to collect 7000 images. A total of 5000 images are 

utilised to train the YOLOv3 model. Precision and recall were used to assess the 

performance. The accuracy of the system achieved is 90.1%. The system can work in real 

time with 30 fps. 

Another model employing the YOLOv4 object detection algorithm that proposed by 

Protik et al., offered a way to detect part of the PPE for COVID-19 [16]. A mixed dataset 

in the solution that contains both collected and captured images with augmentation 

implementation applied. The training weight of detector then converted to TensorFlow 

format to be able to check live object detection performances. With this conversion, 

additional features like live object count and keeping records can be added into the 

system. Results from the tests and mAP of the object detector is up to 79 percent. 
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2.1.4 Proposed Method 

Based on the literature review, the proposed method in this project employed You-Only-

Look-Once (YOLO) Version 4 object detection and Darknet for implementation of the 

model to make a detection of multiple PPE such as safety helmet, safety mask and vest.  

This system is proposed to compare the result of the latest literature review project which 

is using YOLOv4 and Tensorflow framework. Apparently, Darknet complement with 

YOLO well unlike stand-alone framework like Tensorflow. Darknet is the name of the 

framework YOLO is originally implemented on. 

The system consists of six classes for each individual PPE such as With_Mask (WM), 

No_Mask (NM), With_Helmet (WH), No_Helmet (NH), With_Vest (WV), No_Vest 

(NV). The model then used to train the dataset and with the trained weight used to 

validates the detector in image and real-time (webcam-feed). 

2.2 Difference between Machine Learning and Deep Learning 

Machine learning is a traditional way to build object detection model. The computation 

speed is slower because the machine learning utilizing only CPU resulting in slower 

training process over a large dataset. 

In term of accuracy, ML has a limitation for a complex model. The complex dataset needs 

the model to train the image with different complexity factor such as the image 

background environment, the large number of individual classes, the shape of PPE, the 

position of PPE, colour of PPE, colour of images etc. An error in dataset would cost the 

model to have a very low accuracy compared to deep learning where the model itself 

learn to adapt with an error. 

Deep learning neural networks require a significant quantity of data to learn from because 

they rely on layered knowledge without human intervention. Machine learning, on the 

other hand, is based on a guided evaluation of data sets that are still huge but significantly 

smaller [17] 
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2.3 YOLOv4 Overview 

You-Only-Look-Once (YOLO) is an object detecting system that works in real time. The 

primary distinction between YOLO algorithms and other object detection algorithms is 

that because of their speed, they can identify things in real time and make accurate 

predictions. 

YOLO algorithm works by dividing the image into N grids, each having an equal 

dimensional region of SxS. Each of these N grids is responsible for the detection and 

localization of the object it contains. The network outputs a class probability and offset 

values for each bounding box for each bounding box [18]. The bounding boxes with a 

class probability greater than a threshold value are chosen and utilised to find the item in 

the picture as shown in Figure 2.3. 

 

Figure 2.3: YOLO working principle [18] 

 

Backbone, neck, and head parts are included in the YOLOv4 model as shown in Figure 

2.4. The feature extractor model CSPDarknet53 is employed in the backbone component 

of the model [19]. In the neck component of the model, Spatial Pyramid Pooling (SPP) 

and Path Aggregation Network (PAN) are employed. For example, in YOLOv4, modified 

PAN was utilised for segmentation. They used the concatenation operation instead of the 

addition procedure to modify PAN. The SPP is used to perform maximum pooling over 

a feature map. The accuracy of the model is improved by combining feature maps with 
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the concatenation technique. The head component of YOLOv4 was kept the same as it 

was in YOLOv3. 

YOLOv4 concentrated on enhancing the existing version's accuracy and speed [20]. They 

employed two sorts of strategies to enhance accuracy and speed: bag of freebies (BoF) 

and bag of specials (BoS). BoF approaches assist to enhance accuracy without increasing 

the cost of inference. The inventors of the BoF category have developed a new data 

augmentation approach called Mosaic. In the mosaic data augmentation approach, they 

blended four separate photos into one single image. The DropBlock regularisation 

technique is utilised in YOLOv4. DropBlock is a method of organised dropout. This 

allows YOLOv4 to have better accuracy. 

 

Figure 2.4: YOLOv4 block diagram [19] 

 

 

2.4 Review Conclusion 

YOLO has advantage of speed, in addition to higher prediction accuracy and a superior 

Intersection over Union in bounding boxes (when compared to real-time object 

detectors). YOLO is a lot quicker algorithm than its competitors, reaching speeds of up 

to 45 frames per second. 
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Figure 2.5: Object Detector Comparison [20] 

 

Based on Figure 2.5, YOLOv4 achieved 0.435 average precision (AP), running at 62 

frames per second (FPS). YOLOv4 runs twice faster than EfficientDet with comparable 

performance. Improving YOLOv3’s AP and FPS by 10% to 12% respectively. YOLOv4 

is very fast in real time object detection while maintaining accuracy. With MS COCO 

dataset it gives AP of 43.5% at 65 FPS using Tesla V100 GPU [20]. Therefore, YOLO 

Version 4 object detection will be used in this project for implementation of the model to 

make a detection of multiple PPE simultaneously such as safety helmet, safety vest and 

safety mask.
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CHAPTER 3 

 

 

METHODOLOGY 

3.1 Introduction 

Object detection is a more sophisticated kind of image classification in which a neural 

network predicts and highlights things in an image using bounding boxes. It is linked to 

computer vision and image processing. Hence, this chapter is focusing on method of how 

the detection can be done using object detection algorithm called You-Only-Look-Once 

(YOLO), Darknet Framework and Python. The fundamental idea of this system is to 

make detection in real-time so that it can be implement in real industries. The 

computation and training process will be done in cloud notebook server called Google 

Colaboratory. 

 

3.2 Overall Research Process 

The overall process shown in Figure 3.1. The project will start from collecting the sample 

of dataset from many sources from the internet as well as manually collected by using 

video recording. The sources for dataset is obtained from Kaggle, Prajnasb Github, X-

zhangyang Github, Joseph Nelson Roboflow, Pictor-PPE Github. Total sample images 

of PPE collected 17,883. Some example of the images dataset obtained is shown in Figure 

3.2. 
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Figure 3.1: Project development flowchart 

 

 

Figure 3.2: 17,883 images dataset for PPE 
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3.2.1 System Environment Setup 

The basic environment setup consists of darknet, python3, OpenCV. The image 

annotation is done using the OpenLabelling software tool. The computation was done on 

a Google Colab notebook. In the Darknet framework, the YOLOv4 model is employed 

for transfer learning. By adjusting the filter size, the final output layer is updated to output 

six classes: no_mask, no_helmet, no_vest, mask, helmet and vest. 

3.2.2 Dataset Preparation 

The collection and preparation of data to enable the validation of the model was a crucial 

aspect of training the machine learning algorithm. The most time-consuming and crucial 

component is the dataset preparation, as it allows for fast training and accurate 

identification by the algorithm. Data is gathered through both manually collecting and 

from the web-based collection.  

To begin, data was collected manually of a person wearing mask or without mask. After 

that, the frames from the videos are retrieved as images. Other alternative of collecting 

sample dataset is by obtaining on the internet sites. To add variation to the training data, 

a few images with different background were kept. 

The data was labelled using OpenLabelling tool, a graphical image annotation tool once 

the dataset was gathered. With bounding boxes, the photos were labelled according to the 

six classes (no_mask, no_helmet, no_vest, mask, helmet and vest). YOLO_darknet files 

in .txt were used to save annotations as shown in Figure 3.3. These files were used for 

training the object detection in YOLO environment. 

After all datasets have been labelled, data augmentation was conducted using basic 

augmentations such as flipping, rotating 30 degrees right, and 30 degrees left of the 

images that have been labelled. Applied transformation for both the images and labels 

together. The study's final data set included 17,883 images. The full coding of the image 

augmentation is at Appendix D. 
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Table 3.1:Image dataset for each classes 

Classes Total images 

no_mask 2500 

no_helmet 3000 

no_vest 3383 

mask_detected 3000 

helmet_detected 3000 

vest_detected 3000 

Total images 17,883 

Training set (90%) 16,095 

Test set (10%) 1,788 

A training set is used to develop a model in a dataset, whereas a test (or validation) set is 

used to test the model. The test (validation) set excludes data points from the training set. 

Usually, a dataset is divided into a training set, a validation set (some people use ‘test set’ 

instead) in each iteration. In deep learning, the objective of model built to predict the test 

data. Therefore, the training data to fit the model and testing data to test it. The bigger the 

ratio of dataset to train is better [21]. 

 

Figure 3.3: Example of image annotation 

The YOLO label file contains 5 values as shown in Figure 3.3. The first value is that of 

the class index id. The remaining four values in the file are object coordinates and the 

height and width of the bounding box. 
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3.2.3 Hyperparameters improvement 

 

Figure 3.4: Detector.c file in darknet directory 

By adding this additional code in detector.c file in darknet directory as shown in Figure 

3.4, it will enable the training iteration to be more than 10,000 as the higher the number 

of classes, the higher the training iterations and to save a weight for every 1000 iterations. 

 

Figure 3.5: YOLOv4 configuration parameter 

The batch size, which is the number of images required to train a single forward and 

backward pass, is one of the most essential hyperparameters. As shown in Figure 3.5, the 

batch size will load 32 images for one iteration and average error will be calculated and 

then update weights every 32 images.  

To train the network faster, the subdivision value will be used to split batch into 16 mini-

batches. Hence, the network will produce 2 images to be sent for processing. This process 

will be performed 16 times until the batch is completed and a new iteration will start with 

32 new images. 

Learning rates allow model to converge slowly and steadily over complex and high 

quantity dataset. To controls how quickly the model is adapted to the estimated error on 

each weight updated. Angle, saturation, exposure, and hue are random image 

characteristics adjusted during training. All in default value. 
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Higher batch sizes may not always result in high accuracy. Learning rate and optimizer 

utilised will also have an impact. Simply reducing the learning rate and batch size will 

help the network to train more effectively, especially when fine-tuning [22] 

The number of times the algorithm views the full data set is equal to the number of 

epochs. One epoch is completed when the algorithm has seen all samples in the dataset. 

One iteration was completed each time a batch of data was completed through the neural 

network. 

Since the model consists of three sets of PPES that involves six classes alternately (i.e., 

helmet_detected and no_helmet), the iteration or max_batches are 12,000 in one epoch 

which create twelve consecutive weights per 1000 iteration. 

3.2.4 Training Model 

The YOLOv4 network is used for transfer learning. Pre-trained YOLOv4 weights, which 

have been learned up to 137 convolutional layers, were used instead of training a model 

from scratch. 

After all the dataset preparation is completed, and the pre-trained has been implemented, 

the training was executed by command line as shown in Figure 3.6. 

 

Figure 3.6: Training Command Line 

For best results, training should stop when the average loss is less than 0.05 if possible 

or at least below 0.3. The training process took around 24 hours to complete without any 

interruption and every 1000 iteration, the computation will create a training weight and 

save in training folder to test real-time scenario (webcam feed). 

3.2.5 Validation of training weight 

After training process has completed, the training weight will be saved in training folder 

in Google Drive. As the best weight will be validate using real-time detector. 
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3.2.5.1 Run detector in real-time frame 

Running YOLOv4 on webcam stream is a more complex than images. Start off a video 

stream using webcam or any recording device in safety site (CCTV) as input. Then run 

each frame through YOLOv4 model and create an overlay image that contains bounding 

box of detections. Next, the overlay bounding box image will back onto the next frame 

webcam stream. 

To validate in real-time (webcam feed), all important dependencies need to be imported 

beforehand as shown in Figure 3.7. These dependencies enabling all the functions used 

for real-time detection in Google Colab environment. 

 

Figure 3.7: Dependencies imported 

 

 

Figure 3.8: Source code to import darknet function 

As shown in Figure 3.8, importing darknet is a crucial part to perform object detections 

in this Colab environment as it will enable the YOLOv4 architecture network load file 

that store in the training storage. 
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Figure 3.9: Source of Javascript conversion to OpenCV 

OpenCV has an easy integration when working with YOLO. However, OpenCV alone 

cannot directly enable the webcam feed to work as an input. Therefore, JavaScript is used 

beforehand to convert the direct input feed of the webcam to OpenCV images as shown 

in Figure 3.9. 
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Figure 3.10: JavaScript code to enable webcam as input 

The video stream is properly defined as shown in Figure 3.10 to create real-time detection 

using webcam as an input. 
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Figure 3.11: Source code to start webcam stream and create bounding box detection 

Finally, the video stream will be executed by using the code shown in Figure 3.11 along 

with the bounding box detection by using OpenCV images that has been converted 

before. 

 

Figure 3.12: Source code for decision making using OpenCV 

Adding python source code in real-time detection cell code as shown in Figure 3.12 to 

allow decision making display using OpenCV. 
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3.3 Gantt Chart 

 

Figure 3.13: Gantt Chart for Projek Sarjana Muda 2 

To ensure the project planning can be completed within the time frame. The process is 

translated into Gantt Chart as shown in Figure 3.13. For Projek Sarjana Muda 2, the main 

objective is to create a real-time detection of multiple PPE by collecting and labelling a 

huge amount of image datasets for safety mask, safety vest and safety helmet. After 

dataset preparation is complete, the model will be trained using YOLOv4 and Darknet 

framework in Colab environment. 

 The effectiveness of the algorithm will be assessed in project development 

(analysis) in objective 3 by testing the model in different test case, evaluating the Mean 

Average Precision (mAP), Average Loss and Average Recall for the model. The main 

accuracy improvement will be identified upon the evaluation. 
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CHAPTER 4 

 

RESULTS AND DISCUSSION  

4.1 Introduction 

This chapter will fully discuss about the result of training computation which consists of 

Mean Average Precision (mAP) and Average Loss for each training weight. The best 

mAP for training will be used to validate the detector. Also, will be evaluating the 

model’s performances by precision, recall and F1-Score value. Finally at the end of this 

chapter, the system will demonstrate the detector in real-time (webcam feed). 

4.2 Evaluation Measures 

Precision, Recall, and F1-score are the measures we use to assess the model's correctness. 

When PPE is accurately detected with IOU (Intersection Over Union) between ground 

truth and bounding box anticipated to be greater than a threshold, True Positive results. 

False Positive occurs when the identity is incorrect, which means that the incorrect class 

may be detected, or when the IOU is less than 0.5. False Negative is caused by 

misidentification, which means the thing appears but is not recognised. The following are 

the definitions for Precision, Recall, and F1-score: 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃𝑇𝑃+𝐹𝑃 ; 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃𝑇𝑃+𝐹𝑁 ; 𝐹1 =  2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙  

 Where : TP = True Positive (detected object region fit its groundtruth)  

FP = False Positive (detected object region does not fit its groundtruth)  

FN = False Negative (groundtruth not detected) 
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Figure 4.1: Classification report for the all dataset 

The classification report shown in Figure 4.1, includes total detections count, total ground 

truth count, TP, FP and AP of each class. The model's accuracy was 97.04 percent, with 

an average precision of 0.92, a recall of 0.95, and an F1 score of 0.93. Taking this into 

consideration, the model predicted with a 97 percent accuracy across all datasets. 

 

Figure 4.2: Recall Chart 

The "false negative rate," or the ratio of true object detections to the total number of 

objects in the data set, is measured by recall. If the recall score is close to 1.0, the model 

will positively recognise almost all the objects in the dataset. Based on graph shown in 

Figure 4.2, the recall gradually increases directly proportional to the number of trainings 

to approach 1.0. 
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Figure 4.3: Precision Chart 

 

 

Figure 4.4: F1 Score Chart 
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Table 4.1: Evaluation results of the validate dataset 

Iterations Precision Recall F1 Score IoU 

1000 0.54 0.66 0.60 35.46% 

2000 0.78 0.89 0.83 59.03% 

3000 0.85 0.90 0.87 66.37% 

4000 0.86 0.90 0.88 65.98% 

5000 0.89 0.91 0.90 69.20% 

6000 0.90 0.92 0.91 70.63% 

7000 0.89 0.93 0.91 69.33% 

8000 0.88 0.92 0.90 69.58% 

9000 0.90 0.93 0.92 72.53% 

10,000 0.91 0.95 0.93 76.35% 

11,000 0.92 0.95 0.93 77.32% 

12,000 0.92 0.95 0.93 77.47% 

 

4.3 Mean Average Precision (mAP) 

The mean average precision (mAP) is used to evaluate object detection models like 

YOLO. The mAP calculates a score by comparing the ground-truth bounding box to the 

detected box. The higher the score, the better the model's detection accuracy. To evaluate 

this model, theoretically mAP is obtained for each training weight through each training 

process.  

To check the mAP for each training weight, the line of code shown in Figure 4.5 is used. 

 

Figure 4.5: mAP command line 
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Table 4.2: Mean Average Precision for each training iteration 

Iterations mAP 

1000 56.01% 

2000 88.79% 

3000 92.31% 

4000 90.83% 

5000 94.22% 

6000 94.61% 

7000 95.24% 

8000 94.34% 

9000 95.49% 

10000 96.88% 

11000 97.03% 

12000 97.04% 

 

4.4 Average Loss 

The dataset's training method yielded loss training, which reflects the training's 

performance, and was completed in 12,000 iterations for six classes. The loss value 

reflects the model's quality; in this case, the loss result should be the lowest score. Every 

training stage assesses the loss value. Weight loss at each phase is referred to as train loss. 

The smaller the number, the better, as the outcome is derived using the loss function, 

where the inaccuracy of the weight distributions is represented. 
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Figure 4.6: mAP vs Loss Chart 

The training performance illustrated in Figure 4.6 has shown that the average loss of this 

algorithm is 0.3362. The ideal average loss for good detector should be in between 0.03 

– 0.5. Average loss plays significant role on determining the effectiveness of the detector. 

As the mAP roses up through each training process according to Table 4.2, the best 

weight recorded at iteration 12,000. The higher the mAP the better it is for object 

detection. 
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4.5 Testing model on real-time frame (webcam feed) 

Table 4.3: Detection performance for real-time  

No Classes Decision Detection 

result 

Prediction 

speed 

1 Complete PPE 

(Mask, Helmet, Vest) 

“ALLOW TO 
ENTER SITE” 

Successful 4.95ms 

2 (No_Mask, Helmet, Vest) “NO ENTRY” Successful 4.83ms 

3 (Mask, No_Helmet, Vest) “NO ENTRY” Successful 4.98ms 

4 (No _Mask, No_Helmet, Vest) “NO ENTRY” Successful 5ms 

5 (Mask, No_Helmet, No_Vest) “NO ENTRY” Successful 4.94ms 

6 (No_Mask, Helmet, No_Vest) “NO ENTRY” Successful 4.95ms 

7 (Mask, Helmet, No_Vest) “NO ENTRY” Successful 4.92ms 

8 (No_Mask, No_Helmet, No_Vest) “NO ENTRY” Successful 4.88ms 

Table 4.3 shows the performance of real-time using webcam feed to detect the worker 

wearing complete PPE appropriately. The result images are all attached in Appendix B. 
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4.5.1 Run the detection model in different test case 

Table 4.4: Mask test case 

Class Different Test 

Condition 

Detection class Detection accuracy Detection 

speed 

 

 

 

 

 

 

 

Mask 

Wear correctly mask_detected 88.05% 4.94ms 

No mask no_mask 92.73% 4.53ms 

Not wear correctly no_mask 73.26% 4.99ms 

White cloth N/A N/A N/A 

Hand covered N/A N/A N/A 

Far distance detection mask_detected 70% 4.81ms 

Holding a mask N/A N/A N/A 

 

Table 4.5: Helmet test case 

Class Different Test Condition Detection class 
Detection 

accuracy 

Detection 

speed 

Helmet 

Wear correctly helmet_detected 80.30% 4.90ms 

No helmet no_helmet 88.52% 4.83ms 

Wearing cap N/A N/A N/A 

White headwear  helmet_detected 75.44% 4.90ms 

Not wear correctly helmet_detected 87.07% 4.92ms 

Holding a helmet N/A N/A N/A 

Far distance detection helmet_detected 95.66% 4.99ms 
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Table 4.6: Vest test case 

Class Different Test Condition Detection class Detection accuracy 
Detection 

speed 

 

Vest 

Wear correctly vest_detected 98.69% 4.92ms 

No vest no_vest 57.45% 4.94ms 

Green Shirt N/A N/A N/A 

Unzip vest no_vest 51.46% 4.95ms 

Holding a vest vest_detected 99.2% 4.80ms 

Far distance detection vest_detected 97.89% 4.99ms 

These test cases for mask, helmet and vest to make an evaluation of detection model in 

term of precision, accuracy and speed with different test case. The result images attached 

in Appendix C. 

4.6 YOLOv4 comparison (Darknet Framework vs TensorFlow Framework) 

The performance comparison between proposed method using YOLOv4 and Darknet 

Framework with YOLOv4 and TensorFlow Framework [16] is shown in Table 4.7. 

Table 4.7: Performance comparison 

 Algorithm 

Metric 
YOLOv4 

(Darknet) 

YOLOv4 

(TensorFlow) 

Mean Average Precision 

(mAP) 
97.04% 79% 

Average Loss 0.3362 2.9671 

Average Precision 0.92 0.78 

Average Recall 0.95 0.80 

F1-Score 0.93 0.79 

Precision refers to the accuracy of a model's predictions. The effectiveness of a model to 

detect positive cases is measured by recall. Precision and recall are both considered in the 

F1-Score, which is a weighted average of the two. The F1-score provides insight into a 

model's false positive and false negative predictions.  
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Based on Table 4.7, the model using YOLOv4 and Darknet Framework has better overall 

performances compared with YOLOv4 and TensorFlow Framework.
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CHAPTER 5 

 

 

CONCLUSION 

5.1 Conclusion 

This study applies deep learning-based computer vision algorithms to detect 

essential processes that keep construction sites safe and running smoothly. However, this 

study act only as a study purpose. This study also shows how safety compliance may be 

automatically recognised by employing a trained model to analyse data from locations 

using YOLOv4, a state-of-the-art object detection method. The study also illustrated how 

taught algorithms may be customised to specific circumstances via transfer learning. 

Techniques like these are critical for assuring the framework's scalability and 

applicability.  

For this project, all PPE were detected by using YOLOv4 algorithm approach indvidually 

which consist of six classes (no_mask, no_helmet, no_vest, mask, helmet and vest). The 

training weight is basically trained inference graph that gradually increase upon number 

of iterations, which will be later used to perform the object detection. The training result 

shows that the Mean Average Precision (mAP) for the best weight training is up to 

97.04% for all PPE classes. This weight then applied to a detector for real-time 

application (webcam feed). To evaluate the detector effectiveness in term of precision 

and accuracy, the detector is put into tested whether the detector able to detect a certain 

PPE in different test cases. The result shows a significant improvement in precision where 

the detection able to differentiate properly. And based on the result of vest and helmet 

test case, there are some detecting error which the detector detecting the vest only without 

having to wear it by the person and able to detect non-helmet (white headwear). This is 

due to of the position, similar shape and datasets trained. Average detection speed is 

4.90ms. Hence, all the objectives for PSM 2 has been achieved successfully. 
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5.2 Recommendation 

Based on current results, the improvement that can be made is to add or change 

to other PPE (e.g., safety boot, safety goggle, etc) according to site requirement. 

Furthermore, to further improvise the detection error in helmet and vest test case, the 

slight improvement in labelling the dataset can be made such as include images with vest 

and helmet at different, scales, rotations, lightings, from different sides, different body 

posture, on different backgrounds. Also, can include images with non-labelled PPE that 

do not want to be detected which a negative sample without bounded box. 

This model also can be associated with microcontroller to produce an output for 

hardware such as motor, siren, etc upon every detection made. First, the model needs to 

be imported first in individual device because Google Colab unable to link with any 

external hardware of microcontroller. 
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APPENDIX A 

SAMPLE APPENDIX 1 
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APPENDIX B 
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APPENDIX C 

 

Test case 1: Not wearing all PPE 

 

Test case 2: Wearing all PPE correctly 
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Mask test case 

 

Test case 3: Not wearing mask properly 

 

Test case 4: Using cloth 
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Test case 5: Hand cover 

 

Test case 6: Far distance detection 
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Test case 7: Holding a mask 

 

Helmet test case 

 

Test case 8: Wear cap/other headwear 
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Test case 9: Not wearing helmet properly 

 

Test case 10: Holding a helmet 
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Test case 11: Far distance detection 

 

Vest test case 

 

Test case 12: Unzipped vest 
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Test case 13: Far distance detection 

 

Test case 14: Holding a vest 

  



55 

APPENDIX D 

 

 



56 

 


