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Personal protective equipment (PPE) usage is mandated for all employees to prevent 
workplace accidents and foster a safe and healthy work environment. Using YOLOv8 
machine learning and Google Colab's web-based development environment, this 
research aims to create an immediate detection system for PPE violations in the 
workplace. By keeping track of PPE compliance, the system is intended to increase 
workplace safety and prevent accidents. The dataset is collected through a mixture of 
real-life image gathering and internet datasets. Various images are collected that aim 
to train the model to detect objects from afar, close, and individually. The research 
methodology includes a review of the literature, the gathering, pre-processing, and 
training of models. According to the use of safety helmets, safety shoes, and gloves, 
there are three different classes of detection based on the bounding box. The system 
successfully detected the classes with an overall score above 0.8. The safety helmet 
achieved 0.969, the safety gloves achieved 0.857, followed by the safety vest with 
0.887. The findings from this study indicate that the developed system can effectively 
improve occupational safety and health management. However, there is a detection 
error factor caused by the lighting and colours. Future research can focus on 
integrating the system with other work safety systems to provide a comprehensive 
solution for accident prevention. 
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1. Introduction 
 

Technology has greatly influenced human history [1-4]. Deep learning and machine learning have 
recently emerged as transformative fields, significantly advancing our comprehension of computer 
capabilities [5-7]. The primary goal of this objective is to equip machines with the inherent human 
capacity for perception, reasoning, and practical application of knowledge [8,9].  

Object detection is a crucial aspect of computer vision that has various applications in different 
industries, particularly in the context of ongoing technological advancements [10-12]. One important 
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application of personal protective equipment (PPE) is to ensure safety and compliance in various 
environments [13-15]. This paper explores object detection, specifically the use of the You Only Look 
Once (YOLO) algorithm for detecting safety attire items like hard hats, safety vests, and goggles in 
images and videos [16-19]. The ultimate goal is to develop a real-time safety monitoring system that 
can determine if individuals in hazardous environments comply with the prescribed safety attire 
protocols. To achieve our objective, we carefully selected and organized a dataset of safety attire 
images. We use this dataset to train the YOLO algorithm and thoroughly evaluate its performance. 
Our experimental results confirm that YOLO is effective in detecting safety attire. This highlights its 
potential as a practical solution for enhancing safety monitoring and compliance in hazardous work 
environments [20].  

The primary responsibility of a company's health and safety officer is to educate employees about 
safety protocols and assist them in choosing suitable work attire [21]. Challenges arise when 
individuals disregard safety regulations and work without appropriate attire, especially when they go 
unnoticed by health and safety officials [22]. The Department of Occupational Safety and Health 
Malaysia has reported concerning statistics for workplace fatalities in the manufacturing and 
construction industries during 2018 and 2019. Moreover, research highlights that human errors, 
suboptimal practices, and equipment failures are significant factors contributing to these 
unfortunate incidents. 
 
2. Methodology  
2.1 Hardware and Equipment 

 
For the creation of the object detection model, this project will harness both a computer and a 

camera. The computer, equipped with an AMD Ryzen 7 4800H processor, an NVIDIA GeForce GTX 
1650 graphics card, and 16 GB of RAM, will serve as the powerhouse. It will execute code and 
facilitate model training and testing, ensuring the model's robustness. Simultaneously, the camera 
will play a pivotal role in validating the object detection model, enabling real-time monitoring by 
seamlessly integrating with the computer's Windows 10 operating system. 
  
2.2 Software 
2.2.1 YOLOv8 
 

The most recent iteration of the YOLO object detection model is called YOLOv8. It is depicted in 
Figure 1. This most recent version of YOLO shares the same architecture as its predecessors 6, but it 
makes many improvements over those found in the earlier iterations, including a new neural network 
architecture that makes use of both the Feature Pyramid Network (FPN) and Path Aggregation 
Network (PAN), as well as a new labeling tool that makes the annotation process easier. Numerous 
helpful features, like automatic labeling, labeling shortcuts, and programmable hotkeys, are included 
in this labeling tool. 
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Fig. 1. YOLOv8 Architecture 

 
2.2.2 Roboflow 
 

Roboflow, a versatile cloud-based platform, offers an array of features that are instrumental in 
the annotation phase of the project. It allows the images to be annotated by a group of people using 
multiple devices rather than one single device, meaning the work can be split among multiple 
individuals (Figure 2). It also keeps track of the number of annotations, the class balances, image 
sizes, and provides annotation heatmaps, all to ensure the user knows what their datasets are doing 
[23]. 

 

 
Fig. 2. The health check capabilities 

 
Furthermore, Roboflow has the capability to create multiple versions of augmented images, 

ensuring that the original dataset remains intact, as augmentation is performed at the final step 
before the dataset is used for training (Figure 3). Additionally, Roboflow can modify an entire class's 
name during the pre-processing phase, allowing users to either exclude it completely or change the 
name to suit their needs. In the context of this project, multiple annotators were employed, health 
checks were used to monitor annotations, and pre-processing tools were utilized to adjust classes as 
part of feature selection to fine-tune the dataset for training [24]. 

Another part of Roboflow that was crucial to the project’s methodology is its ability to export 
datasets through download codes. Normally, if a user uses cloud-based annotation tools, they will 
have to download the finished annotation dataset to run the training on the user’s device. However, 
Roboflow allows the exporting of datasets to be done all in the cloud when paired with Google Colab. 
Just by copying the download codes and pasting them into Google Colab, the user can have the 
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dataset in Google Colab without the hassle of downloading it into the user’s storage or downloading 
and reuploading it to Google Drive. 

 

 
Fig. 3. Roboflow ability to retain past version of that dataset 

 
This allows the user to adjust the dataset in a fast and efficient manner, allowing for the process 

of trial and error to finally get an agreeable result. In the matter involving the project, many trials 
and errors had to be done to achieve the expected results, and Roboflow’s ability to allow for this 
kind of process to be done was crucial. 
 
2.2.3 Google colaboratory 
 

Google Colab is software that helps developers create, execute, and share Python code within a 
document using any browser. It's a variation of the well-known Jupyter Notebook and is included in 
the Google toolkit. Users can build a document using Jupyter Notebooks (and subsequently Google 
Colab) that incorporates executable code along with text, images, HTML, LaTeX, and other elements 
(Figure 4). The document is then saved to Google Drive and can be shared with peers and colleagues 
for editing, commenting, and viewing (Functions, n.d.). 

One of the standout features of Google Colab is its provision of free access to Graphics Processing 
Units (GPUs) and Tensor Processing Units (TPUs). This is especially valuable for training 
computationally intensive deep learning models such as YOLOv8. Utilizing these hardware 
accelerators significantly speeds up model training compared to running it on a CPU. As Google Colab 
operates in the cloud, users are relieved of hardware constraints and the need to set up 
dependencies. It can be accessed from any device with an internet connection and a browser. 
Moreover, Google Colab comes pre-installed with many popular Python libraries and frameworks 
used in machine learning, including TensorFlow, PyTorch, and OpenCV, simplifying the setup process 
for YOLOv8 training. 

In the context of the project, Google Colab's cloud-based software enables the direct upload of 
annotated datasets from Roboflow using download codes generated by Roboflow and loaded 
through its plugin. An example demonstrating how Roboflow download codes work in Google Colab 
is provided below (J. Glenn, “Ultralytics YOLOv8” [online]). 
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Fig. 4. Example of how the download codes are put 

 
2.3 Project Flow 
 
 The flowchart in Figure 5 illustrates the sequential steps in the project, highlighting the 
integration of Roboflow and Google Colab as key components. The process starts with data 
annotation and preprocessing in Roboflow, then it transfers the datasets to Google Colab. Within 
Google Colab, code development and model training take place, leveraging the platform's cloud-
based infrastructure and hardware accelerators. The collaborative aspect of Google Colab enables 
easy sharing and interaction with peers. This well-defined flowchart visually represents the project's 
streamlined and efficient workflow. 

 

 
Fig. 5. Flow chart of the project 

 
2.3.1 Data collection 
 

Data collection is done through manual collection as well as downloading datasets from the 
internet and other sources. Landscape and portrait pictures are used and will be resized to 640x640 
using Roboflow’s pre-processing options. Landscape shots are used when taking pictures of multiple 
individuals, usually in the case of taking pictures of workers in PPE walking around the plantation, 
which is mostly far away. While portraits are used in shots involving closeups to allow more variation, 

 
2.3.2 Uploading data to roboflow 
 

When starting to upload the data, a file selection dialog will appear, allowing users to browse 
their local computer's storage to choose the images to include in the dataset. Multiple images can be 
selected at once by holding down the Ctrl key (or Command key on Mac) while clicking on the desired 
files. Alternatively, multiple image files can be dragged and dropped directly into the upload area. 
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Roboflow also supports various image formats, including common formats like JPEG and PNG, 
meaning multiple different sources can be used without problems. It will also gather all the data into 
batches. Subsequent uploads will be divided into batches to allow users to keep track of when and 
how many uploads they do in a batch. Once all the images are annotated, they will be moved to one 
large dataset, but in the annotated section, the images will still be labeled in batches, which allows 
users to delete them without having to manually search for them in case the data is bad. Which did 
happen a few times in the project. 

 
2.3.3 Annotate data 
 

During the annotation process, once the box tool is clicked and the object is labeled, a prompt 
will appear where the class name can be specified, or if a class already exists, the label can then be 
named after the pre-existing class. On the left, it shows how many classes are in a picture, and below 
the class table, it shows the unused classes that are not present for this image. The classes are also 
labeled with different colors to help differentiate the data. If, during the validation process, the 
results are shown to be insufficient, then the images will go through a fine-tuning process. 

Where either more data is added or feature selection is conducted. In feature selection, more 
classes are added to reduce false positives; for example, some of the datasets have people not 
wearing gloves. Because of the similar shape, the machine learning might mistake hand-looking 
objects for gloves, so the class “No Gloves” is added to focus on what is a glove and what is not. That 
includes helmets; some of the datasets do not have people wearing helmets, so “No Helmets” is 
added. Other than that, problems in the results might stem from a lack of data or overfitting the 
model with similar data; thus, some data will be removed or added, or the boxes need to fill the 
object more tightly. 

 
2.3.4 Pre-processing data/augmentation data 
 

After annotation, the dataset can then be processed to generate a working version of it. This 
creates another separate dataset that will be used for training. This dataset can be run through pre-
processing that has multiple options, such as auto-orient, which will make any rotated images 
straight; resize if any of the images have different dimensions; and more, such as grayscale, if the 
user wants to train images to learn shapes instead of colors. 

Another process is augmentation, a process that creates a copy of an image in the dataset but 
one that is slightly different from it depending on the options chosen. For example, several options 
were used to train during the project, such as Flip. Which flips the images so that later in the training, 
the model will learn different orientations. Then there is rotation that rotates the image to a specific 
degree, grayscale to ensure that the model will be trained to see an object not just by the colors but 
by the shape, brightness so that it will be trained in bright and dark backgrounds, and finally hue to 
change the colors to different colors. 

 
2.3.5 Export data to google colab 
 

After generating a version of the dataset that includes augmentation and pre-processing, the 
dataset can then be exported to Google Colab through the use of a download code that can be 
generated into multiple formats that include XML, TXT, JSON, CSV, and more. Then simply paste the 
code into a cell in Google Colab and run it. Pytorch modules are required to be installed as they did 
not come installed in Colab; some do, but not all [25]. Once it runs, it’ll download the dataset into 
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temporary storage in Google Colab. Do not forget that once the runtime expires, the data will be 
terminated and lost, but the data can be stored into the user’s Google drive through another process 
that will be explained at the end of the flowchart. 

 
2.3.6 Training dataset 
 

Before the training, the runtime was changed to GPU or TPU for the hardware accelerator to 
improve training speed. Training it with a CPU would have taken hours. Test and regret: 9 hours for 
40 epochs. Some of the options that could be added were the learning rate, which by default is 0.001. 
The project has tested a learning rate of 0.001, 0.01, 0.05, 0.1, and 0.5. Google Drive can be mounted 
in Colab for easy access to datasets and model files; however, for this project, mounting the Google 
Drive is done to store model files and results instead of taking them from there. If the training results 
prove to be insufficient and fine-tuning the data is required, one simply has to copy a new version of 
a better dataset download code and paste it into an earlier cell, preferably one above the cell 
containing the training code. No extensive recoding is required when retraining the data. However, 
because Google Colab is cloud-based software, if the runtime is terminated, any unsaved data will be 
deleted, so it is important to download any important data before hand or have backups in the cases 
of video prediction work where it is required to upload a video to Google Colab for it to validate. 

 
2.3.7 Validate dataset 
 

When validating the dataset, several performance metrics were used, such as mean average 
precision (mAP), precision, and recall. The furthest on the right is mAP50–95, which is average mAP 
over different IoU thresholds, from 0.5 to 0.95. To further elaborate on each of the metrics, the first 
is the mean average precision, which is one of the most widely used metrics for evaluating object 
detection models like YOLOv8. It assesses the precision-recall trade-off across multiple object classes. 

Precision measures the accuracy of positive predictions (how many are correct), while recall 
quantifies the model's ability to find all positive instances in the dataset. The mAP score is the average 
precision calculated for each class and then averaged across all classes. It provides an overall 
assessment of the model's detection accuracy. mAP values range from 0 to 1, so a value closer to 1 
means it is good; thus, just because the value is 0.8 does not mean it is small; it means it is close to 
very good, which is a singular 1. To further validate the data, the model was also tested on a video 
[Roboflow] (2023, January 11). This is because previous versions of the dataset have given decent 
numbers but failed to reliably detect objects when seen in the prediction data. The data, however, 
needs to be short because during testing, videos will come out significantly larger than before. For 
example, a 16-MB video that was about 17 seconds long was used to validate the data. After it was 
finished and uploaded to Google Drive, it is now more than 10 times the size, around 274 MB. While 
it can take on larger and longer videos, it will take a significantly longer time to process, and during 
the process, it slightly shows what is being detected in some frames as well. 

 
2.3.8 Training objectives achieved 
 

The objective is to create a model that can detect safety attire reliably; if the results show that it 
cannot, then it must be retrained with a better dataset. An example of a bad result is shown below. 
In the example above, the model detected the surroundings as gloves and safety shoes. While the 
confidence level varies on the lower side, it persists for far too long to be considered reliable; thus, 
this must be remedied by either additional data or feature selection. Also, it failed to detect some of 
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the gloves, even though they were clearly visible. The example in Figure 6 is an acceptable result. Not 
only is there no background detection, but the individual class detection has high confidence levels. 

 

 
(a)   (b) 

Fig. 6. (a) Shows the outcome of insufficient results and (b) the outcome acceptable results 
(right) 

       
3. Results  
3.1 Feature Engineering 
 

Feature engineering involves the process of enhancing the performance of predictive modeling 
on a given dataset through the manipulation and transformation of its feature space. The current 
approaches for automating this process involve either expanding the dataset explicitly with all 
transformed features and then performing feature selection, or exploring the transformed feature 
space through evaluation-guided search. We will utilize a method known as feature selection to 
identify and define two closely interconnected entities. 

The feature selection that was chosen was the exclusion of helmets and gloves, as these variables 
are highly correlated with helmets and gloves (Figure 7). This aids the model in establishing the 
criteria for classifying an object as a glove or not a glove, and vice versa. The exclusion of safety shoes 
from the feature selection can be attributed to the highly improbable scenario of individuals engaging 
in work activities without any form of footwear. 

 

 
Fig. 7. Example of feature selection 
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3.2 Optimal Result 
 

The YOLOv8 model has been trained on the dataset using transfer learning, where we initialized 
the model with pretrained weights on the COCO dataset and fine-tuned it on our dataset [26]. The 
best model was saved as best.pt [27] when the training procedure was complete, and the model 
displayed its best performance at epoch 47. The training was then stopped at 50 epochs, as previous 
training showed that past 50 epochs, the training had stopped showing improvement. Because 
detecting safety attire requires multiple targets, it is a complex scene. By employing a feature 
selection technique by adding additional classes, this is to reduce overfitting as features that have a 
high correlation to each other can be differentiated, and while the number of these classes will be 
lightweight, it will ensure a more accurate reading [28]. Furthermore, refer to Table 1 for the 
outcome of the optimal run, Table 2 for the configuration and variables to obtain the optimal result, 
and Table 3 for the classes used for training and testing to obtain the optimal result. Based on the 
figures below, it can be observed that the learning readings for all the objects except those used for 
feature engineering were above 0.8. The safety helmet achieved 0.969, the safety gloves achieved 
0.857, followed by the safety vest with 0.887, respectively. 

 
Table 1  
Outcome of the optimal run 
Class Images Instances Precision Recall mAP50 mAP50-95): 
all 497 2097 0.79 0.756 0.815 0.527 
gloves 497 554 0.84 0.8 0.857 0.591 
no glove 497 184 0.606 0.516 0.542 0.251 
no helmet 497 24 0.736 0.698 0.821 0.55 
safety helmet 497 752 0.927 0.934 0.969 0.626 
safety shoes 497 583 0.839 0.832 0.887 0.617 
 

Table 2  
Configuration and variables to obtain optimal result 

Number of Class 5 
Total Dataset  1681 
Total Trained Dataset 70% 
Total Tested Dataset 10% 
Total Valid Dataset 2% 
Annotations  6739 

 
Table 3 
Classes used for training and testing to obtain optimal result 
Classes Object Number of Dataset 
Class 1 Safety Helmet 2390 
Class 2 Safety shoes 1912 
Class 3 Gloves 1660 
Class 4 No Gloves 670 
Class 5 No Helmets 107 

 
Figure 8 shows the results in graph form. An epoch represents a complete iteration through the 

entire image dataset in YOLO. During each epoch, the YOLO model traverses all the bounding boxes 
in the dataset and updates its model parameters based on the loss function and optimization 
algorithm mentioned above. The higher the number of epochs, the more times the YOLO model will 
go through the entire dataset. However, caution must be exercised while selecting the epoch 
number. A low epoch number might cause underfitting when crucial visual characteristics are missed 
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by the model. On the other hand, a large epoch number might lead to overfitting, in which the model 
exhibits an excessive bias towards the training set and performs badly on unrelated datasets. As a 
result, picking a suitable epoch number frequently requires trial and error. [29] 

 

 
Fig. 8. The matrix result of the training 

 
Another noteworthy observation is the spikes in the box_loss graph; it is still showing signs of 

reducing patterns. A smooth curve instead shows that the data is trained easily and is prone to 
overfitting. Another is cls_loss. It is observed that in the initial stages of val/cls_loss, the model is still 
adapting to the validation data, and its predictions might vary. Once the model has adapted, the lines 
begin to smooth out. Then, in Figure 9, the confusion matrix is plotted for true and the five predicted 
classes. The introduction of feature learning to the classes has helped reduce the false positives 
between the classes by adding features to help differentiate between the three main classes. Figure 
10 indicates that YOLO v8 has obtained an average F1-score of 0.8 for all classes. Likewise, the YOLO 
v8 model has obtained better recall and precision of 0.93 and 1, respectively, for all classes. This 
proves the effectiveness of YOLO v8 for object detection. 
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Fig. 9. The confusion matrix for optimal result 

 

 
Fig. 10. (a) F1 Confidnce graph for optimal result (b) Precision confidence graph for optimal result (c) Recall- 
Condidence graph for optimal result (d) precision recall graph for optimal result 
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3.3 Result with no Implementation of Feature Selection 
 

The Table 4 and Figure 11 below shows the results obtained without the use of feature 
engineering. While the numbers are higher in most metrics, the recall is slightly lower than the one 
with additional classes. This is most likely because the pixels of small targets are small, which may 
cause objects to overlap, especially in more complex scenes, making it more difficult to recall 
information [28]. 

 
Table 4 
Outcome of training without feature selection 
Class Images Instances Precision Recall mAP50 mAP50-95): 
all 497 1160 0.922 0.827 0.902 0.606 
gloves 497 554 0923 0.799 0.876 0.626 
safety helmet 497 752 0.932 0.939 0.977 0.624 
safety shoes 497 583 0.911 0.744 0.853 0.568 

 

 
Fig. 11. The confusion matrix of the model without feature selection 

 
While the results are good, it might be false positives that are causing the higher numbers. Adding 

additional classes also helped make the model more flexible and detect when a worker is not wearing 
a helmet or gloves. As seen in Figure 12, it is a comparison result between 3 classes and 5 classes. 
Because the dataset is trained with heads, it detects nearly all heads as safety helmets, but by adding 
an additional class, it is now trained to differentiate between no helmets and helmets and also reduce 
irrelevant and redundant features from the dataset [30]. Tests were done to instead add Face as a 
class, but it did not help in differentiating between faces with no helmet and helmets, most likely 
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because the Yolov8 model has already been trained for faces, which is why despite the results giving 
a high recall and precision rate for Face, it didn’t detect.   
 

 
Fig. 12.  Live feed comparison between model with additional class and model 
without. 

 
4. Conclusions 
 

In conclusion, this study aimed to delve into the capabilities of YOLOv8, an enhanced iteration of 
the potent object detection model. Despite its initial limitation of being trained on higher-resolution 
models, it has shown exceptional promise in safety attire detection. Building upon the foundation of 
occupational accident statistics, our research sought to unlock the potential of machine learning to 
enhance safety by ensuring the proper use of personal protective equipment (PPE). This project 
proposed the development of an object detection model using YOLOv8 to identify safety attire, 
including gloves, no gloves, safety helmets, no safety helmets, and safety shoes. We meticulously 
curated a dataset consisting of 1681 annotated images, which was subsequently divided into training, 
validation, and testing sets at a ratio of 70%, 20%, and 10%, respectively. Throughout this project, we 
undertook multiple iterations and meticulously fine-tuned the configuration of the object detection 
model. We also explored the impact of varying the number of classes and the number of images in 
each class on the model's performance. In cases where we encountered objects with similar physical 
structures, like gloves and hands, we implemented feature selection to eliminate redundancy and 
irrelevant information from the training process, thereby improving the model's precision and 
efficiency. This study not only sheds light on the power of YOLOv8 but also emphasizes its practicality 
in real-world applications, particularly in ensuring workplace safety through automated PPE 
compliance monitoring. Our findings contribute to the ongoing dialogue on enhancing safety 
measures, and we are committed to furthering the understanding and implementation of advanced 
object detection models in various industries. 
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