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ABSTRAK 

Kajian ini merupakan ramalan penyakit jantung dengan menggunakan pembelajaran 

mesin. Penyakit ramalan adalah penting dalam bidang perubatan. Ia sukar untuk 

mendapatkan keputusan yang tepat dengan menggunakan kaedah tradisional iaitu 

pengalaman doktor. Oleh itu, untuk mengatasi masalah ini, pembelajaran mesin akan 

digunakan untuk menggantikan pendekatan tradisional. Terdapat pelbagai pembelajaran 

mesin yang wujud tetapi, dalam penyelidikan ini, hanya tiga teknik pembelajaran mesin 

yang dipilih iaitu Fuzzy Logic, Neural Network dan Cased-Based Reasoning (CBR) akan 

dikaji. Perbandingan dari segi ketepatan akan dibuat antara tiga teknik pembelajaran 

mesin yang dipilih. Seterusnya, hanya Cased-Based Reasoning (CBR) yang akan dipilih 

untuk melakukan ramalan penyakit jantung. Dalam proses ramalan, set data penyakit 

jantung akan melalui pra-pemprosesan data untuk membersihkan data dan pemisahan 

data untuk memisahkan data kepada data latihan dan ujian. Kemudian, selepas data boleh 

digunakan, pembelajaran mesin yang dipilih akan digunakan untuk meramalkan hasil 

penyakit jantung. 
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ABSTRACT 

This study provides an overview of heart disease prediction using intelligent system. 

Disease prediction is an important task in the medical industry. It is hard to get an accurate 

result by using the traditional method which is doctor’s experience. Therefore, to 

overcome these issues, the intelligent system will be applied to replace the traditional 

approach. There are other intelligent system approaches available, but just three will be 

studied in this study such as Fuzzy Logic, Neural Network, and Cased-Based Reasoning 

(CBR). The comparison in term of accuracy will be made among the three chosen 

intelligent system techniques. Next, only the Cased-Based Reasoning (CBR) will be 

selected to perform the heart disease prediction. During the prediction phase, the heart 

disease dataset will go through data pre-processing to clean it and data splitting to divide 

it into training and testing data. Then, the selected intelligent system will then be used to 

identify the outcome of the heart disease after the data has been useful. 
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CHAPTER 1 

 

 

INTRODUCTION 

1.1 Introduction 

Heart disease has caused a high level of concern among researchers since one of the most 

difficult aspects was to get an accurate and right prediction(Himanshu Sharma & M A 

Rizvi, 2017). The word "heart disease" describes a variety of heart problems(Chen et al., 

2011). The four most frequent kinds of heart disease are coronary artery disease (CAD), 

arrhythmia, heart valve disease, and heart failure. According to a World Health 

Organization (WHO) study, a large number of people worldwide suffer from heart 

disease each year(Ramalingam et al., 2018). In United States (U.S.) also, heart disease 

has risen to become the top cause of mortality among people(Rahma Atallah & Amjed 

Al-Mousa, 2022). 

In these days, there are various of techniques and tools that used to predict the heart 

disease, but it seems not efficiency to the medical field(Jabbar et al., 2012). This is 

because most methods are inefficient in calculating or predicting the outcome of heart 

disease in individuals, or the equipment are too expensive. Therefore, it was too 

challenging for them to predict the heart disease. Due to these challenges, it gives the 

motivation for us to do research on the prediction system which can predict heart disease 

accurately. 

Hence, to resolve this concern, intelligent system technique will be applied to accurately 

identify heart disease. Intelligent system (ML) is a part of artificial intelligence (AI) that 

helps researchers to improve their prediction accuracy without being explicitly taught to 

do so. Intelligent system algorithms predict output result or outcome by using previous 

data as input. These data's attributes or features will be utilised to identify the heart 

disease outcome, such as positive,1 or negative,0. Intelligent system algorithms are 
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effective in predicting outcomes because they can handle massive amounts of 

data(Rajdhan et al., 2020) and it  capable of accurately predicting the outcome of heart 

disease(Shah et al., 2020). As a result, in this study, intelligent system approaches will be 

studied and presented in order to properly predict the heart disease result. 
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1.2 Problem Statement 

Heart disease has become a disease that can cause a people death if not predict accurately 

as there are many factors of the heart disease. Coronary artery disease (CAD), arrhythmia, 

heart valve dysfunction, and heart failure are a few examples. Therefore, it was 

challenging to identify whether the patient has heart disease or not. In a traditional 

approach, the doctors in the hospital or clinic will base on their experience and knowledge 

to diagnosis the result of heart disease for every patient(Himanshu Sharma & M A Rizvi, 

2017). Therefore, the traditional approach will lead to not accurate in prediction. This is 

because sometimes there will be human error like the doctors are wrongly predict the 

heart disease result based on their experience. The hospital and clinic also collect and 

kept a large number of  their patient result record in a folder. Those result record will 

leave behind and become raw data. This method can lead to unfavourable biases, errors, 

and additional medical costs, all of which have an influence on the quality of care 

delivered to patients. 

Currently, the heart disease can be predicted by using the modern ways which is by using 

intelligent system. By using intelligent system methods, the doctors are only requiring 

keying in the data according to each input variable to get the outcome. These approaches 

will aid the doctors in hospital or clinic to provide the outcome result to the patients, but 

it has its limitation. Nowadays, there are many varieties of intelligent system techniques 

that can be used for prediction but not every intelligent system techniques are suitable. 

This is because some of the intelligent system techniques will only produce the images 

or text outcome where the outcome for the heart disease prediction is in binary form.  

Besides that, for those intelligent system techniques that suitable to predict the result of 

heart disease has a critical problem which was accuracy. Every intelligent system model 

is using different algorithm to predict the heart disease result. The data cleansing 

procedure is very significant in deciding the accuracy of the results. The practise of fixing 

or eliminating erroneous, corrupted, badly formatted, duplicate, or incomplete data from 

a dataset is known as data cleaning.  It is essential to identify and remove errors and 

duplicate data in order to establish a dependable dataset and increase the accuracy of the 

final result. Therefore, each intelligent system model will have different accuracy in 

predicting the result outcome. 
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1.3 Objectives 

The objective of this paper is to predict heart disease. There are three objectives in this 

study: 

1) To study the effectiveness of prediction if the patient suffers from heart disease. 

2) To develop the prediction technique such as Fuzzy Logic, Neural Network and Case 

Base Reasoning (CBR) for heart disease. 

3) To evaluate the outcome of heart disease using the selected intelligent system 

approaches. 

 

1.4 Scopes 

The scope of the project are: 

1.4.1 Research Scope 

1) Get the heart disease dataset, “heart” from the Kaggle website, 

https://www.kaggle.com/datasets/johnsmith88/heart-disease-dataset. 

2) Divide the dataset into training (60%) and testing (40%). 

3) This study will execute the Case Base Reasoning (CBR) algorithm to measure the 

accuracy. 

4) The prediction will display the result of the heart disease either 0 for negative or 1 for 

positive. 

 

1.4.2 Development Scope 

1) The Case Base Reasoning (CBR) algorithm or Intelligent system technique will be 

selected to predict the heart disease  result outcome. 

https://www.kaggle.com/datasets/johnsmith88/heart-disease-dataset
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1.5 Significant of this Project 

1) Doctors 

The doctors in the hospital able to predict the patient heart disease result in an automatic 

way rather than using the traditional way which was predicting the result of heart disease 

base on the doctor’s knowledge and experience. The doctors also can obtain the result of 

heart disease whether positive or negative in a fastest way when compared to the 

traditional approach that require a few hours or a few days to acquire the result. 

 

2) Patients 

The patients able to receive the heart disease result quickly. Therefore, for those patients 

who has the positive result of heart disease may take further treatment immediately to 

save their life. Other than that, for those patients who have early sign of heart disease 

symptom, they can receive the treatment early before the disease are spreading. 
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1.6 Thesis Organization 

In this thesis organization, it consists of five chapter. The first chapter contains 

the introduction of the research title. It also includes the problem statement, objectives, 

scopes, significance of the project, and thesis organisation. 

The second chapter is a review of the literature. It have the comparison of others 

technique or algorithm that able to predict the heart disease result. It also contains the 

advantages and disadvantages of each comparison. 

The third chapter is methodology. This is the section where the methodology used 

in modelling the research project is illustrated. 

The chapter four is review on the expected result and discussion. In this chapter 

presented the actual implementation of the research project. 

The chapter five is review on the conclusion. It involves in reviewing the findings 

& results and discusses the outcome of the project.
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CHAPTER 2 

 

 

LITERATURE REVIEW 

2.1 Introduction 

This Chapter 2 focuses on a review of the current system or techniques that have 

been used previously. This section will also compare and discuss past research on the 

prediction of heart disease using intelligent system. 

 

2.2 Previous Research Works 

2.2.1 Design of Heart Disease Diagnosis System using Fuzzy Logic 

The authors of this research paper(Tanmay Kasbe & Ravi Singh Pippal, 2017), 

Tanmay Kasbe & Ravi Singh Pippal used Fuzzy Logic Intelligent system to diagnosis 

the heart disease. Fuzzy logic is a powerful reasoning method that performs best at 

dealing with uncertainty data. Heart disease diagnosis is an essential criterion in daily 

life, and yet due to a lot of uncertainty and risk factors, heart disease diagnosis can be 

difficult for experts at times. When a heart attack is detected, the speed of detection is 

critical in order to save the patient's life and prevent heart damage. 

The authors used the heart disease dataset that taken from the UCI(Intelligent 

system Repository) to do the research. The dataset includes ten input variables, including 

Systolic Blood Pressure, Serum Cholesterol, Maximum Heart Rate, Chest Pain, Fasting 

Blood Sugar, Old Peak, Electrocardiography (ECG), Thallium Scan, gender, and age. 

The output attribute will be the Result. Next, the tools that used by the authors to 

diagnosis the heart disease result was MATLAB. The accuracy of the study article, heart 

disease diagnostic system using Fuzzy Logic, is 93.33 %.  Fuzzy Logic Intelligent system 
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is used to diagnose heart diseases through a fuzzy expert system with membership 

function, fuzzy input and output variables, and a fuzzy rule base. 

In the first stage, fuzzy membership functions will be used for implementing in 

the MATLAB tool. The fuzzy membership functions is used to convert the crisp input 

from the heart disease dataset to provide the fuzzy inference system. The authors selected 

two membership function such as  triangular function and trapezoidal function. The lower 

limit, ‘a’ an upper limit, ‘b’ and a value of' ‘m' will clarify the triangular function. The 

range of the ‘m’ value will be a < m < b. Figure 2.1 below shows the triangular function. 

Then in the trapezoidal function, ‘a’ will represented the lower limit, ‘d’ will be the upper 

limit. Other than that, it also has lower support limit that defined as ‘b’ and an upper 

Support limit ‘c’. Figure 2.2 below shows the triangular function. 

 

Figure 2.1 shows Triangular Function 

 

 

Figure 2.2 shows Trapezoidal Function 
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The fuzzy expert system design is important in the second step for determining 

the input and output variables of the heart disease dataset. The UCI (Intelligent system 

Repository) heart disease dataset contains 10 input variables and 1 output variable. 

The fuzzy data rule base will be declared at the final stage. The fuzzy rule base, 

which is one of the most important aspects of the fuzzy interface system, is used to 

determine the quality of the heart disease outcome. Fuzzy rule is a conditional statement. 

The form of fuzzy rules is given by IF THEN statements. The fuzzy data rule base 

declared by using AND/OR logic operator with either single attribute or combination of 

attributes. The authors had declared 86 rules by using the right combination of attributes. 

Thus, the more the new rule base, the higher the accuracy. 

The advantage of Fuzzy Logic is it is dynamic and allows for rule changes. It even 

accepts the imprecise input information. Then, the disadvantage of this approach is the 

accuracy of these systems is compromised since they rely on imprecise data and inputs. 

However, the limitation of this techniques is the rule of the fuzzy logic is based on the 

predefined rules and if the rules are flawed, the result that predicted. 
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2.2.2 Prediction of Heart Disease Using Neural Network 

Another research on the prediction of heart disease was proposed by Tülay 

Karay1lan and Özkan K1l1ç. The heart disease was predicted by using the Neural 

Network Intelligent system technique or algorithm(Adali & Akdeniz Üniversitesi, 2022). 

According to the researchers, developing a medical diagnosis system based on machine 

learning for the prediction of heart disease provides a more accurate diagnosis and lowers 

treatment costs. For the prediction system, the Backpropagation Algorithm, a widely used 

Artificial Neural Network learning methodology, was used to satisfy this need.  

The dataset of this research was taken from the Cleveland database.  This dataset 

has 303 cases and 76 attributes, but the authors only used 14 of the attributes. Figure 2.3 

below shows all the attributes of the heart disease dataset in a table form. In this study, 

13 variables will be used as input and 1 attribute, Num will be used as output. The authors 

of this study applied MATLAB R2015a tools to identify heart disease using a neural 

network approach. Backpropagation Algorithm with Artificial Neural Network (ANN) 

learning approach will be utilised in this study to predict heart disease. 

 

Figure 2.3 Cleveland Heart Disease Dataset Attributes 
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A multilayer perceptron neural network was built using the Artificial Neural 

Network (ANN) learning approach for the heart disease prediction system.  It contains 

three layers like an input layer, a concealed layer, and an output layer. The input layer 

will have 13 neurons because the dataset has 13 input variables. Next, the authors used 3 

neurons for hidden layer. The number of neurons in the input layer will be increased by 

one at a time by measuring their performance and selecting the best one. It will be good 

if the number of hidden layer neuron equal or same with the neuron of the input and 

output layer. Then the output layer will have 2 neurons. This is because the value of the 

output in the dataset was either disease absence or disease presence that represented by 0 

and 1 respectively. 

Besides that, the Backpropagation Neural Network algorithm (BA) will be used 

to build the multilayer neural networks. It is also known as an error-back propagation 

algorithm since it uses an error-correction learning rule base. The heart disease dataset 

will be split into 3 parts which are training, testing and validation. The training data will 

be used in the process of Backpropagation. At first, small random number will be use as 

the weightage for all the networks. The training data is then used as input, and the output 

for each unit is computed using the Sigmoid Function, 𝑜 =  𝜎(�⃗⃗⃗�  . 𝑥 ), 𝜎(𝑦) = 
1

1+ 𝑒−𝑦 
 

where �⃗⃗⃗�  is the vector unit of weightage values while 𝑥  is the vector unit for network 

input values. After that, error calculation will begin with the error signal (𝛿) calculation 

for every network output that propagated as input to all neurons in the network. The first 

error term, 𝛿𝑘 with the equation of 𝛿𝑘  ←  𝑜𝑘(1 − 𝑜𝑘)(𝑡𝑘 − 𝑜𝑘) will be used to compute 

for every network output unit where 𝑜𝑘 reflect the network output for output unit 𝑘 and 

define the target output for output unit 𝑘. The second error term, 𝛿ℎ with the equation of 

𝛿ℎ  ←  𝑜ℎ(1 − 𝑜ℎ)   ∑𝑘 ∈𝑜𝑢𝑡𝑝𝑢𝑡𝑠 𝑊𝑘ℎ𝛿𝑘 will be used to compute for every hidden unit 

h where 𝑊𝑘ℎ show the network weightage from the hidden unit ℎ to the output unit 𝑘. 

Therefore, every network weightage will be updated by using the equation of  𝑊𝑗𝑖  ←

 𝑊𝑗𝑖 + ∆𝑊𝑗𝑖 where ∆𝑊𝑗𝑖 =  𝜂𝛿𝑗𝑥𝑗𝑖. The 𝜂 indicate the learning rate while 𝑥𝑗𝑖 refers to the 

input from unit 𝑖 and unit 𝑗. The accuracy result from this study was 95%. 

The advantage of Neural Network is at the ANN side. ANNs able to solve issues 

with the target function, and the output can be discrete, real, or a vector of many real or 

discrete-valued attributes. The presence of mistakes in the training data has no effect on 

the outcome. Then, the disadvantage of Neural Network is it is data-dependency as it 
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requires huge amount of data for the training phase, if not then the predicted result will 

be not accurate. However, the limitation of this techniques is the training phases require 

longer time and not every problem can be solved by using neural network. The data that 

contains a lot of attributes and many is not suitable in this technique. 
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2.2.3 Decision Support System in Heart Disease Diagnosis by Case Based 

Recommendation 

Decision support system in heart disease diagnosis by case-based 

recommendation author is proposed by Prinsha Prakash(Prakash, 2015). According to the 

authors, most medical decisions must be made quickly, simply relying on the Doctor's 

unaided memory. Continuous training and recertification procedures push the Doctor to 

retain more important information in mind at all times, but limitations of human memory 

and recall, along with the expansion of knowledge, ensure that most of what is known 

cannot be known by most people. In order to identify the cardiac condition that was the 

result of this research, the author used a method known as Case Based Reasoning (CBR), 

which is an intelligent system. These methods are able to assist in organising, storing, 

and retrieving the information that is necessary when dealing with each difficult case, as 

well as propose appropriate diagnostic, prognostic, and therapeutic judgements and 

decision making processes. 

Case-based reasoning differs from other AI strategies like knowledge-based 

systems in a number of ways (KBS). CBR uses the particular knowledge of previously 

encountered, concrete issue situations rather than relying only on generic knowledge of 

a problem area or drawing links along generalised relationships between problem 

descriptors and conclusions. Additionally, CBR provides incremental, continuous 

learning since each time a problem is resolved, a new learning is maintained and may be 

used to tackle similar issues in the future. 

These authors use the heart disease dataset that can be found at Cleveland Clinic 

Foundation. Figure 2.4 provides a visual representation of the Cleveland Clinic 

Foundation's statistics on heart disease. There are fourteen properties in the dataset, 

thirteen of which are input variables and one of which is an output or result variable. In 

order to diagnose the cardiac illness that was the result of this research, the author used 

the Case Based Reasoning (CBR) approach. This was done with the help of the MATLAB 

programme. The CBR method or algorithm is broken down into four stages, which are 

retrieve, reuse, revise, and retain. 
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Figure 2.4 Cleveland Clinic Foundation Heart Disease Dataset Attributes 

Since the revise and retain process may be done manually, the author just used 

the retrieve and reuse technique in this research. The author uses scanned images of 2D 

echo cardio graphic, EEG, ECG, and heart images as input, and image processing 

techniques are used to validate the normal or abnormal condition of the heart. Then the 

result data will be saved in the case base. This result data will be reused by the doctor 

during the patient consultation by retrieving comparable instances from the case base and 

providing the heart disease result instantly. Aside from that, if a special case does not 

exist in the case base, the revise and retain approach will be utilised to get the result and 

preserve it in the case base for future usage. 

The advantage of Case Based Recommendation (CBR) is that it is not complex to 

implement. CBR using case-based knowledge, therefore the output or result can be 

proposed rapidly. Then, the disadvantage of this approach is the CBR required more 

previous data cases to predict the result accurately. So, it needs huge amount of storage 

to store the previous cases. However, the limitation of this techniques is It takes longer 

time to compute the similarity between the training and testing data during the revise 

phases. 
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Table 2.1 Comparison Between Previous Research Works 

Contents Research 1 Research 2 Research 3 

Research 

and Author 

Design of Heart Disease Diagnosis 

System using Fuzzy Logic (Tanmay 

Kasbe et al., 2017) 

Prediction of Heart Disease Using Neural 

Network (Tülay Karay1lan et al., 2017) 

Decision Support System in Heart 

Disease Diagnosis by Case Based 

Recommendation (Prinsha 

Prakash et al., 2015) 

Objective Using Fuzzy Logic, measure the 

accuracy of heart disease diagnosis. 

Analyze the efficiently of heart disease 

prediction accurate rate by using Neural 

Network 

Design an intelligent clinical 

decision support system to aid in 

the diagnosis of heart disease. 
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Technique Fuzzy Logic System (Fuzzy 

Membership Function, Fuzzy Expert 

System, Fuzzy Input and Output 

Variables and Fuzzy Rule Base) 

Neural Network (Artificial Neural Network 

(ANN) and Backpropagation) 

Case Based Reasoning (CBR) 

(Retrieve, Reuse, Revise and 

Retain) 

Architecture - Fuzzy Membership Function 

- Fuzzy Expert System, Fuzzy Input and 

Output Variables  

- Fuzzy Rule Base 

- Artificial Neural Network (ANN)  

- Backpropagation 

- Retrieve 

- Reuse 

- Revise  

- Retain 

Data UCI (Intelligent system Repository) Cleveland Clinic Foundation Cleveland Clinic Foundation 
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Features There are 10 attributes and 1 output: 

▪ Systolic Blood Pressure (BP) 

▪ Serum Cholesterol (SCHL) 

▪ Maximum Heart (MHR) 

▪ Chest Pain (CP) 

▪ Fasting Blood Sugar (FBS) 

▪ Old Peak (OP) 

▪ Electrocardiography (ECG) 

▪ Thallium Scan (TScan) 

▪ Gender 

▪ Age 

▪ Result (Output) 

There are 13 attributes and 1 outputs: 

▪ Age 

▪ (Ca) Number of major vessels (0-3) 

coloured by fluoroscopy. 

▪ (Chol) Serum cholesterol 

▪ (Cp) Chest pain type 

▪ (Exang) Exercise induced angina 

▪ (Fbs) Fasting blood sugar 

▪ (Oldpeak) ST depression induced by 

exercise relative to rest 

▪ (Restecg) Resting 

electrocardiographic results 

▪ Gender 

▪ (Slope) The slope of the peak exercise 

ST segment 

▪ Thal (3=normal ; 6 = fixed defect; 7= 

reversible defect) 

There are 13 attributes and 1 

outputs: 

▪ Age 

▪ Gender 

▪ (Cp) Chest pain type 

▪ (Trestbps) Resting Blood 

Pressure (in mmHg) 

▪ (Chol) Serum cholesterol 

▪ (Fbs) Fasting blood sugar 

▪ (Restecg) Resting 

electrocardiographic 

results 

▪ (Thalach) Maximum heart 

rate achieved 

▪ (Exang) Exercise induced 

angina 
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▪ (Thalach) Maximum heart rate 

achieved 

▪ (Trestbps) Resting Blood Pressure (in 

mmHg) 

▪ (Num) Diagnosis of heart disease 

▪ (Oldpeak) ST depression 

induced by exercise 

relative to rest 

▪ (Slope) The slope of the 

peak exercise ST segment 

▪ (Ca) Number of major 

vessels (0-3) coloured by 

fluoroscopy. 

▪ Thal (3=normal ; 6 = fixed 

defect; 7= reversible 

defect) 

▪ (Result) Diagnosis of heart 

disease 
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2.3 Summary 

According to Table 2.4, each research study on a different intelligent system 

technique to predict or diagnose the outcome of a heart disease. The three researchers 

used different algorithms, methodologies, or approaches to apply intelligent system. 

Therefore, it has different outcome.  

Every intelligent system technique or algorithm have its own advantages and 

disadvantages. So, the suitable intelligent system techniques or algorithms will be select 

in this research or the heart result disease prediction.
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CHAPTER 3 

 

 

METHODOLOGY 

3.1 Introduction 

This chapter 3 will discuss about the methodology that used in the heart disease 

prediction by using selected intelligent system. This chapter will cover the Research 

Framework, Research Requirement, Proposed Design  (in Flowchart), and data design. 

 

3.2 Research Framework 

 

Figure 3.1 Research Framework 
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Table 3.1 Research Framework Description 

Research Framework Description 

Data Collection The heart disease dataset is a long-term study. This 

dataset was provided, and it was available in public. 

The heart disease dataset can be searched at the 

Kaggle website(David Lapp, 2019) and available to 

download if it is suitable. This heart disease dataset 

was created by David Lapp at the year of 2019. This 

dataset contains 14 column of attribute where 13 

attributes are the input and 1 attribute is the output. 

This dataset also contains about 1025 data of cases. 

Exploratory Data Analysis 

(EDA) 

For the non-technical user will hard understand the 

data and its attribute. Therefore, EDA will be applied 

to show the details type of every attribute in the 

dataset. 

Data Pre-processing The heart disease dataset that downloaded from the 

Kaggle website was a raw data and it still cannot be 

use for prediction. It is crucial to ensure the dataset 

clean so that it can predict the heart disease result 

accurately and effectively. Therefore, the data will go 

through the data pre-processing stage to ensure the 

data in the dataset are usable. Data pre-processing 

have many techniques like Data Normalization, Data 

Cleaning, Data Transformation, and Data Reduction. 

By using the technique of data pre-processing, the 

heart disease data will be converted from raw data to 

usable and clean data. 

Data Splitting The heart disease dataset that had been went through 

the data pre-processing will be used to perform data 

splitting. The data splitting is aimed to separate the 
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dataset into training data and testing data. A suitable 

ratio is required to split the data into training and 

testing to get the high accuracy in prediction. The 

splitting data ratio can be 80:20, 70:30 or 60:30 base 

on the dataset. The training data will be use as the 

input to predict the heart disease result while testing 

data use to evaluate its performance. 

Classification The chosen intelligent system algorithm or technique 

will be used to predict the heart disease result. The 

outcome result of the prediction will be either 0 or 1. 

The value 0 indicates that the patients has no heart 

disease while the value 1 shows that the patient has 

the heart disease. 

Prediction Output Result The prediction of heart disease will be conducted by 

using the training and testing data in the intelligent 

system technique or algorithm. Data will be trained to 

determine which intelligent system algorithm or 

technique will produce the best prediction result. The 

Case Based Reasoning (CBR) intelligent system 

technique will be used. These techniques will be used 

to test their performance. Then after the result is 

predicted, it will be used for visualized. 
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3.3 Research Requirement 

3.3.1 Input 

The input of the heart disease is in the csv file. The heart disease dataset contains 

1025 set of cases. Apart from that, this dataset also consists of 14 columns of attributes 

where 13 columns of the attributes are the antecedent or input and 1 column will be the 

consequent or output. As a result, this study will only use the 13 variables to predict the 

heart disease outcome. 

3.3.2 Output 

The output of the heart disease dataset will be in the binary number.  The output 

refers to the patient heart disease result. If the output is value 0, then the patient has no 

heart disease and if the value is 1 then the patient has heart disease. Lastly, the predicted 

output will compare with the actual output as shown in the Table 3.2 below. 

 

Table 3.2 Predicted and Actual Output 

Cases Output 

Predicted Actual 

… … … 

141 1 1 

142 1 1 

143 1 0 

… … … 
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3.3.3 Process Description 

First, the heart disease  dataset from the Kaggle website will be downloaded as 

.csv file. Then, the Jupyter Notebook software will be used to implement the intelligent 

system Python code. The heart disease dataset .csv file will be import to the software and 

perform the Exploratory Data Analysis (EDA) process. After that, the data in the dataset 

will be go through data pre-processing process to convert the raw data to high quality 

data by using data normalization technique. After data pre-processing, the data will be 

split into the ratio of 60:40 where 60% will be the training data and 40% will be the 

testing data. Next, the training and testing data will be apply to Case Based Reasoning 

(CBR). The next stage will be using the Case Based Reasoning (CBR) intelligent system 

algorithm or technique to predict the heart disease result. The more details explanation 

will provide in the flowchart section. 

 

3.3.4 Constraints and Limitation 

In this research, there are some constraints. In this study, it only focus on one 

intelligent system algorithm. Because there are many other techniques are not considered 

or offered in this study, claiming which is the best technique from others intelligent 

system techniques becomes the constraint. Next, since intelligent system approaches 

differ, there is only a limited amount of time to assess and research them all. Therefore, 

it is difficult to investigate, analyse, and assess all the others intelligent system 

approaches. 

The limitation for this heart disease prediction research is static. This heart 

prediction is not a real time prediction. This is because the dataset that taken from the 

website do not contain the real latest heart disease data. Therefore, different heart disease 

dataset will have different result and the accuracy. 
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3.3.5 Flowchart 

  

Figure 3.2 Flowchart 
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The Figure 3.2 above shows the process of the heart disease prediction in term of 

flowchart. In the first process, we need to download the heart disease dataset csv file from 

the Kaggle website. Then, use the dataset to go through the data pre-processing process 

to transform the raw data to become high quality data. In this process, data normalization 

technique will be applied to the heart disease data. It will normalize the data to ensure all 

the data are in the same range. Next, split the normalized data into the ratio of 60:40. 60% 

will be the training data and 40% will be the testing data.  

After that, the 60% training data and 40% of testing data will be applied to conduct 

the prediction and the accuracy measurement. Then, the Case Based Reasoning (CBR) 

intelligent system algorithm will be used to predict the heart disease. 

Finally, the outcome of the heart disease prediction will be predicted by using the 

selected intelligent system algorithm and then the accuracy will be measure by comparing 

the original dataset and the predicted dataset. 
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3.3.6 Software Requirement 

Table 3.3 Software Requirement 

Software Version Description 

Visual Studio Code 

(Jupyter Notebook) 

Version 1.74.3 Jupyter Notebook used as a Plugin to 

import heart disease dataset .csv, data 

pre-processing, data splitting and 

intelligent system algorithms. 

Google Colab Python 3.6. 9 Google Colab use for import heart 

disease dataset .csv, data pre-

processing, data splitting and 

intelligent system algorithms if the 

data are too many. 

Google Chrome Version 100.0.4896.75 Used to do research or study of the 

heart disease prediction by using 

intelligent system. 

Draw i.o Version 16.0.0 Used to draw the research framework 

and flowchart. 

Microsoft Words 

365 

Version 2109 Used for the research report 

Microsoft Excel 

365 

Version 2109 Used for the heart disease dataset 

storage 

Microsoft Power 

Point 365 

Version 2109 Used for research work presentation 

Microsoft Power BI Version 2.111.590.0 Used to Visualize the predicted result. 
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3.3.7 Hardware Requirement 

Table 3.4 Hardware Requirement 

Hardware and Model Features Description 

Laptop (MSI Thin 

GF63) 

Processor: Intel® Core™ i5-

10500H CPU @ 2.5GHz 

 

Graphic Card: RTX3050 

  

RAM: 12GB (11.8 usable) 

  

System: 64-bit Operating System 

  

Processor Cores: 4 

  

Edition: Window 10 

Used for research 

documentation, 

presentation, and 

development. 
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3.3.8 Case Study 

Since by using the traditional approaches by the doctor’s experience and 

knowledge to predict the heart disease result was difficult and no accurate, the intelligent 

system algorithms or techniques will be proposed to overcome the problem. Intelligent 

system algorithms or techniques able to assist doctors to predict the heart disease result 

in an automatic way by applying the formula into the intelligent system algorithm. There 

are many different types of intelligent system algorithms available today, and not all of 

them are suitable to predict the heart disease outcome since the outcome is a binary 

number that can be either 0 or 1. This is because there are many types of intelligent system 

algorithms that only able to provide the outcome in images or text form. As a 

consequence, three best intelligent system algorithms that are suited for predicting the 

heart disease result are chosen, and only the best and most accurate algorithm is selected 

to predict the outcome. 
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3.4 Data Design 

The heart disease dataset was provided by the author, David Lapp. This dataset can be 

found in the Kaggle website. The heart disease dataset characteristics, description, and 

datatypes are shown in Figure 3.3 below. 

 

Figure 3.3 Attributes and Description of the Heart Disease Dataset 
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3.5 Proof of Initial Concept 

At first, the heart disease dataset will be taken from the Kaggle website. Figure 

3.4 below shows the heart disease dataset from Kaggle website. Next, the dataset will be 

download from the Kaggle as shown in the Figure 3.5 below. Then, the downloaded 

dataset will be used to process by using the Case Based Reasoning intelligent system 

algorithms. 

 

Figure 3.4 Heart Disease Dataset from Kaggle 

 

 

Figure 3.5 Heart Disease Dataset Downloaded 
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3.5.1 Case Base Reasoning 

Case-Based Reasoning (CBR) is another algorithm or approach that may be used 

to identify heart disease. The CBR algorithm comprises four phases: retrieve, reuse, 

modify, and retain. 

In retrieve phase, the training and testing data that had been spitted will be 

processed to measure the similarity. There will be two types of similarity measured: local 

similarity and global similarity. The local and global similarities are depicted in Figures 

3.15 and 3.16, respectively. 

 

Figure 3.6 Local Similarity 

 

 

Figure 3.7 Global Similarity 
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Then, the reuse phase will used back the previous cases solution that contain the 

highest global similarity to become the solution for the new cases. 

Next, revise phase is used for verification and correct solution. It will verify the 

solution in the real world. 

Finally, is the retain phase. In this phase, the new cases with the solution will be 

store into the case-base. This is because it can be used in the future when predicting the 

new patient heart disease problem as  previous cases. 
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3.6 Testing Plan 

To conduct the heart disease prediction, the Jupyter Notebook or Google Colab 

will be use. First of all, the downloaded heart disease dataset .csv file from the Kaggle 

website will be import to the Jupyter Notebook or Google Colab. Second, the data in the 

dataset will be go through data pre-processing process to clean the data. Third, once the 

data has been cleaned, the data normalisation method will be used to the heart disease 

dataset to normalise the data so that it lies within the same range. Fourth, split the data 

into 60:40 where 60% of the heart disease data will be the training data and 40% will be 

the testing data.  

Fifth, execute the Case-Based Reasoning to determine each algorithm's accuracy. 

Sixth, after the accuracy had been measured, the Case Based Reasoning (CBR) intelligent 

system algorithms will be used to the prediction process. Seventh, the intelligent system 

method will be utilised to forecast the outcome of the heart disease data. Lastly, the heart 

disease result will be predicted. 
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3.7 Potential Used of Proposed Solution 

The potential use of proposed solution can be used by patient. Patient was the 

early stage user. The selected intelligent system approach for predicting heart disease can 

be implemented as open source software or a system for public usage. Patient able can 

use it to perform a self-testing on their own to identify their heart disease result. It is 

significant for the patient to identify their heart disease result in the early stage so that the 

patient able to take the further action to cure it and stop it from spreading. 

Secondly, proposed solution for the heart disease prediction can be also used by 

the clinic and hospital. The proposed solution system can be implemented in the medical 

system as a software or function to aid the doctor in the clinic and hospital to diagnosis 

the patient heart disease result rapidly. It is important to have the proposed solution 

system inside the clinic computer because if the patients were identified to affected with 

the heart disease, the patients can be directly transfer to the hospital for the further action 

to be taken to cure the disease.
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CHAPTER 4 

 

 

RESULTS AND DISCUSSION  

4.1 Introduction 

This chapter will explain in detail the implementation throughout this research. 

All the process and workspace has been done two type of software which is Jupyter 

Notebook, Visual Studio Code and Google Colab. Others than that, there will be a 

visualization process to visualize the predicted output. The result will be accurate for the 

right prediction. These tasks will explain in the implementation part meanwhile all results 

will be in details at result and discussion part. 
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4.2 Data Collection 

The first step is to collecting data from the Kaggle website. The data was 

published by the author, David Lapp. The heart disease dataset that I take from Kaggle 

consist of 1025 of data. There are 13 attributes and 1 output in this dataset. The attributes 

are age, gender, (Cp) Chest Pain, (trestbps) Resting Blood Pressure, (Chol) Serum 

cholesterol, (fbs) Fasting blood sugar, (Restecg) Resting electrocardiographic results, 

(thalach) Maximum heart rate achieved, (exang) Exercise induced angina, (Oldpeak) ST 

depression induced by exercise relative to rest, (Slope) The slope of the peak exercise ST 

segment, (Ca) Number of major vessels and (thal) A blood disorder called thalassemia. 

Figure 4.1 below shows the dataset being import and read by using machine learning. 

 

Figure 4.1 Import Dataset 
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Figure 4.2 below shows the machine learning code to identify or to learn the 

dataset. The figure 4.2 below also shows the output of the attributes, the datatype and the 

missing value. As a result, the data in the 13 attributes did not contains any missing value. 

The datatype for the 13 attributes is also integer except attribute number 9 which is using 

float. For the experiment, I will use this dataset to split into training and testing data for 

prediction. 

 

Figure 4.2 Identifying Dataset 
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Aside from that, Figure 4.3 below is also another method of identifying the 

missing value. The result shows that there is no missing value in this dataset. 

 

Figure 4.3 Identify Missing Value 
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4.3 Tools Require 

To conduct this research, a few tools will be used. The tools that used to execute 

the algorithm are Jupyter Notebook in Figure 4.4 below and Google Colab. Then, 

Microsoft Power BI software from Figure 4.5 below, will be used to visualize the 

predicted output. Lastly, Microsoft Word software will be used for paperwork or report 

writing purpose. In this experiment, it is using Python Language in Machine Learning. A 

few libraries will require to install into the Jupyter Notebook and Google Colab such as 

pandas, NumPy, matplotlib and seaborn in the Figure 4.6 below. The first is pandas 

library. Pandas is an open source library. Pandas is a Python library for data analysis. 

Pandas are a set of data structures and data analysis tools that provide great performance, 

speed, and ease of use. It used to manipulate numeric data and time series. Next, is the 

NumPy. NumPy is also an open source library in Python that allows users to perform 

operations on arrays. In addition to that, it has tools for carrying out operations related to 

linear algebra, the Fourier transform, and matrix. 

 

Figure 4.4 Jupyter Notebook & Python 

 

 

Figure 4.5 Microsoft Power BI 
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Figure 4.6 Python Libraries 

 

Besides that, Matplotlib library also used in this research. Matplotlib is a Python 

library that allows us to create static, animated, and interactive visualisations. Matplotlib 

makes simple things simple and difficult things possible. Lastly, seaborn library package. 

Seaborn is a matplotlib-based Python data visualisation library. It offers a high-level 

interface for creating visually appealing and useful statistics visuals. The difference 

between Seaborn and Matplotlib is that Seaborn makes use of exciting themes, whilst 

matplotlib is used to create simple graphs. Seaborn has a few plots and patterns for data 

visualisation, while matplotlib visualises datasets using lines, scatter plots, pie charts, 

histograms, bar graphs, and so on. 

 

 

 

 

 

 

 



42 

4.4 Data Splitting 

The process of data splitting involves dividing the data into two or more parts. 

When there is a split into two parts, one of those parts is often utilised to analyse or test 

the data, while the other part is used to train the model. The process of data splitting is a 

crucial component of data science, especially for the development of models that are 

based on data. Accuracy in the development of data models and the processes that apply 

data models, such as machine learning, may be improved with the aid of this approach. 

There are 3 types of data splitting. First is random sampling. The data modelling process 

is protected from bias using this data sampling strategy, which prevents against bias 

toward various potential data features. However, there may be problems with the random 

splitting method due to the unequal distribution of the data. Secondly, stratified random 

sampling. This method picks random samples of data from a set of parameters. It makes 

sure that the data in the training set and the test set are split up in the right way. Thirdly, 

non-random sampling. This method is usually used by data modellers in situations in 

which they want to use the most current data as the test set. 

In this research, the data will be split into the ratio 60:40, where 60% will be the 

training data and 40% will be the testing data by using the non-random sampling method. 

This is because the result of this research requires the predicted dataset to compare with 

the previous dataset to identify the accuracy. 

In the heart.csv dataset, there are 1025 data. Therefore, 615 data will be used for 

training and 410 data will be used for testing. To split the data into the ratio 60:40, I’ve 

used the sklearn.model_selection.train_test_split module. The code of the data splitting 

is shown  in the Figure 4.7 below. The result of the training and testing result are shown 

in the Figure 4.8 and Figure 4.9 below respectively. Then, the testing data output column 

will be eliminated for prediction purpose. 
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Figure 4.7 Data Splitting 

 

 

Figure 4.8 Training Data Result 
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Figure 4.9 Testing Data Result 

 

After the data had been split into training and testing, the training data will be 

saved as the csv file named, “heart_Training_data_Before_Normalization.csv”, while the 

testing data will be saved as “heart_Testing_data_Before_Normalization.csv” as shown 

in the Figure 4.10 below. 

 

Figure 4.10 Store Training and Testing Data 
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4.5 Data Pre-Processing 

Data pre-processing is the process of cleaning or dropping the data. It is an 

important step in data mining process. The purpose of data pre-processing is to convert 

or transform the raw data into high quality data or understandable format. Data 

normalization is also part of data pre-processing. Normalization is a procedure that is 

often used in the process of data preparation or data pre-processing in machine learning. 

The process of transforming the different columns of a dataset to the same scale is 

referred to as normalisation. The data in the dataset will be convert to the scale of 0 to 1 

by using normalization method. It is not necessary to normalise each and every dataset 

when using machine learning. It is only required in situations in which the ranges of the 

characteristics differ. The purpose of normalizing the data is to enhance the accuracy of 

the prediction. In this research, the “from sklearn.preprocessing import Normalizer” 

module will be used to normalize the training and testing data. 

 

4.5.1 Training Data 

The training data will be normalized by using the code as shown in the Figure 4.11 below. 

The result of the training data that after normalized will be in the same range which is 

between 0 to 1 as shown in Figure 4.12 below. 

 

Figure 4.11 Training Data Normalization 
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Figure 4.12 Normalized Training Data 

 

Thus, the training data after normalized will be save as 

“heart_Training_data_After_Normalization.csv” file in the code of Figure 4.13 below. 

 

Figure 4.13 Store Normalized Training Data 
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4.5.2 Testing Data 

The testing data will be normalized by using the code as shown in the Figure 4.14 

below. The result of the testing data that after normalized will be in the same range which 

is between 0 to 1 as shown in Figure 4.15 below. 

 

Figure 4.14 Testing Data Normalization 

 

 

Figure 4.15 Normalized Testing Data 

 

Thus, the testing data after normalized will be save as 

“heart_Testing_data_After_Normalization.csv” file in the code of Figure 4.16 below. 

 

Figure 4.16 Store Normalized Testing Data 
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4.6 Algorithm 

The data that has been split into the ratio of 70:30 and been normalized will be 

used in the Case Based Reasoning (CBR) algorithm for prediction purpose. Case-based 

reasoning, often known as CBR, is an approach for resolving novel issues by modifying 

approaches that have already shown successful in solving problems based on the past. It 

is an Artificial Intelligence (AI) technique that imitates how human make a decision. 

Memory, learning, as well as planning and problem-solving, are all investigated during 

CBR. This sets the way for a new technology that will include intelligent computer 

systems that are able to solve issues and adapt to new circumstances. In case-based 

reasoning (CBR), "intelligent" reuse of information from previously solved problems, 

commonly known as "cases," is predicated on the assumption that if two problems are 

similar, their solutions will also be similar. Cases may be thought of as examples of 

previously resolved issues. In CBR algorithm, there are 4 stages that will pass through 

which are retrieve, reuse, revise and retain shows in Figure 4.17 below. 

 

Figure 4.17 CBR Cycle 
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4.6.1 Retrieve 

The first stage is retrieve. The similarities will be calculated between the testing 

data and training data. It used in problem solving and reasoning to match a previous 

experience/case (case base) with the new unseen problem to find solution. It also can be 

call as case matching in CBR match new case with the previous cases from the case base 

to find solution. The purpose of the similarities is to select cases that can be adapted easily 

to the current problem and select cases that have (nearly) the same solution than the 

current problem. The basic assumption for the retrieve phase is “similar problems have 

similar solutions” and the goal of similarity modelling is to provide a good 

approximation. There are two types of similarities that need to be calculated such as local 

similarity and Global Similarity. In Local Similarity, it used to compute the similarity 

between query (new problem) and case attributes values while Global Similarity is a build 

up from number of local similarities function It is a weight sum of the local similarity. 

The formula of the Local Similarity and Global Similarity are shown in the Figure 4.18 

and Figure 4.19 below. 

 

Figure 4.18 Local Similarity Formula 
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Figure 4.19 Global Similarity Formula 

 

Thus, similarity measurement for local similarity is calculate between each 

attribute values, while Global Similarities is calculated between each case. The step in 

retrieve phase is: 
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Step 1: 

In the first step, the data that had been split into training and testing will be import. 

It will import the original data and the data that had been normalized. Next, a variable 

will be used to declare for each data that being imported and the. The code is shown in 

the Figure 4.20 below. Then the output column of the normalized training data will be 

eliminated by using the code in the Figure 4.21 below for prediction purpose. 

 

Figure 4.20 Import Original and Normalized Dataset 

 

Figure 4.21 Eliminate Normalized Training Data Output Column 
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Step 2: 

In this step, to calculate the local similarity for each case, the minimum and 

maximum data will be identified from the normalized training data from the Figure 4.22 

and the range will be calculate by using the maximum value subtract the minimum value 

for each attribute as shown in the code below in Figure 4.23. Besides, for global similarity 

calculation purpose, the weightage will be declared to 1 for each attribute as shown in the 

Figure 4.24 below. 

 

Figure 4.22 Identify Minimum and Maximum Value 
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Figure 4.23 Calculate Range 

 

Figure 4.24 Declaring Weightage Value 
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Step 3: 

In this step the local similarity and global similarity algorithm will be applied to 

predict the outcome result of the heart disease data. The code for both algorithm and some 

of the examples of the result will be shown in the Figure 4.25 and Figure 4.26 below 

respectively. 

 

Figure 4.25 Applying the Local and Global Similarity Algorithm 

 

Figure 4.26 Example Output Result from Local and Global Similarity Algorithm 
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4.6.2 Reuse 

Next, after the local and global similarity had been calculated for each testing 

data, it will move to the reuse phase. The reuse process in the CBR cycle is responsible 

for proposing a solution for a new problem from the solutions in the retrieved cases where 

it reuse of previous experiences as the solution in a new problem or situation. Reusing a 

retrieved case can be as easy as returning the retrieved solution, unchanged, as the 

proposed solution for the new problem. It did not require any modification where it just 

copy back the solution in  previous problem that achieve the highest similarity as the new 

case or problem solution. In Reuse phase, the highest similarity among the global 

similarity result will be identified by using the code in the Figure 4.27 below. 

 

Figure 4.27 Identify Highest Similarity among the Global Similarity 

 

After the highest similarity had been identified, the result of training case that 

achieve the highest global similarity will be append as the result for the testing case data. 

The code is shown in  the Figure 4.28 below. 

 

Figure 4.28 Reuse 
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4.6.3 Revise 

Besides, the revise phase is to figure out how the solution can be used in the new setting. 

It aims to verification and to ensure the correctness of the solution. Since the solution of 

the Breast Cancer Data has only 2 values which is 0 and 1, then the revise cycle is not 

require as if Result = 0 : Benign (non-cancerous) and if Result = 1 : Malignant 

(cancerous). 

4.6.4 Retain 

The last cycle is retain phase. The result for the new solution or test data will be merge 

and store to the train data before normalizing. So, it will store and merge the test data 

with the new result to the train data before normalizing and save into the case based. 

Therefore, the new solution will be saved to the file name 

“Breast_Cancer_Training_data_Before_Normalization.csv” by using the code in the 

Figure 4.29 below. 

 

Figure 4.29 Store the Predicted data to the Training Data before Normalized 
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4.7 Result 

After the heart disease data had been predicted and save into the file name 

“Breast_Cancer_Training_data_Before_Normalization.csv”, then the comparison will be 

made between the result in the original dataset with the result  in the 

“Breast_Cancer_Training_data_Before_Normalization.csv” file. So, both csv file will be 

import and will be compare the output of both file by using the code in Figure 4.30 below. 

Then, the result of the comparison will be assigned with a DataFrame and being save as 

csv file named, “Results.csv”. 

 

Figure 4.30 Import Original and Predicted Data for Comparison 
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4.7.1 Visualization 

4.7.1.1 Accuracy 

 

Figure 4.31 Accuracy in Pie Chart 

 

 

Figure 4.32 Number of Data According to Gender 
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Figure 4.33 Number of Data According to the heart disease 

 

From the result, a few visualizations technique will be apply to the predicted heart disease 

dataset and the result data by using the Microsoft Power BI. The Figure 4.31 above shows 

the graph of the accuracy results in Pie Chart. The overall prediction accuracy is 97.95%. 

Then, Figure 4.32 above shows the number of heart disease data according to the gender. 

The results show there are 1025 data altogether and 713 data come from Male and 312 

data comes from Female. From the Figure  4.33 above, the number of patients that  getting 

heart disease is 535 out of 1025.  
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4.7.1.2 Heart Disease According to Gender 

 

Figure 4.34 Heart Disease According to Gender (Overall) 

 

Figure 4.35 Heart Disease According to Gender (in %) 
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Next, the Figure 4.34 and 4.35 above shows the bar chart on the heart disease 

according to gender that visualized from the predicted result. The Figure 4.34 graph 

shows the overall number of patients who have and don’t have heart disease according to 

the gender. The, the Figure 4.35 graph result shows that the gender, the percentage of 

gender male to get heart disease is higher than the female. The percentage for getting 

heart disease for male is 57.76% while the female is 42.24%. Based on the justification 

from (Jha et al., 2010) and (Donald M Lloyd-Jones et al., 1999) the factor activity that 

can cause the heart disease especially to male such as smoking and alcohol. Both 

activities are always do by male more than compared to female. 
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4.7.1.3 Heart Disease According to Age 

 

Figure 4.36 Heart Disease According to Age 

Then, the Figure 4.36 above shows the line graph that visualized from the 

predicted result. The graph shows the number of heart disease according to the age. From 

the result, it shows that the people who in the age of 54 get the highest of heart disease 

hance. There are 32 numbers of patients from the sample of 535 patients who get the 

highest heart disease in the age 54. According to (Alexander et al., 2003), most of the 

male patient used to always focus on their work and didn’t care on their health. So, it will 

lead to an unhealthy diet and slowly when the age grows older, they are getting the higher 

chance to have heart disease. 
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4.7.1.4 Heart Disease According to “thalach” 

 

Figure 4.37 Maximum of Heart Rate 

Next, the Figure 4.37 above shows the dotted graph that visualized from the 

predicted result. The graph shows the Maximum of Heart Rate according to the age. The 

maximum heart rate is calculate form the attribute “thalach”. It is maximum heart rate 

that a person's achieved. From the result, it shows that the patient who in the age 29 have 

the highest number of heart rate. According to (Erikssen & Rodahi, 1979), middle-age 

people used to have the higher heart rate due to their daily activities. This is because in 

that range of age, many people are stress with their work and so on. Therefore, they are 

high in risk to get heart disease if they not having a healthy diet regulary. 
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4.7.1.5 Heart Disease According to (cp) Chest Pain 

 

Figure 4.38 Heart Disease According to Chest Pain 

Besides that, the Figure 4.38 shows the bar graph that visualized from the 

predicted result. The graph shows the Chest Pain Type according to the gender. The of 

chest pain is calculate according to the gender form the attribute “cp”. “cp” is a pain in 

any area of your chest. If you don't treat it right away, it could spread to other parts of 

your body, like your arms, neck, or jaw. Pain in the chest can feel sharp or dull. You 

might feel tight, achy, or like your chest is being squeezed or crushed. Pain in the chest 

can last a few minutes or a few hours. It has four types of Chests Pain such as Typical 

Angina, Atypical Angina, Non-anginal Pain, and Asymptomatic. Atypical pain is often 

defined as pain in the chest and abdomen or back, or as pain that is burning, stabbing, or 

like stomach aches(Kaski et al., 1991). Pain in the chest, arm, or jaw that is dull, heavy, 

tight, or crushing is a common sign. Non-Anginal Pain is one of the chest pains caused 

by heart disease(Kite et al., 2020). It feels like your chest is being squeezed or tightened, 

or like there is pressure or weight on it, especially behind your sternum. We might feel it 

on the right, left, or right in the middle. The Asymptomatic left ventricular systolic 

dysfunction (ALVSD), also called stage B heart failure, is low left ventricular pulse rate 

function that doesn't cause any symptoms(Gibbons et al., n.d.). From the graph above, 

we can observe that the patients that getting typical angina only 120 patients that get 
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disease out of 497 patients. Next, for the non-anginal pain patients, there are 223 patients 

that get disease out of 284. Next, the Atypical Angina patients that get heart disease have 

134 patients out of . Besides that, for Asymptomatic patients that get heart disease have 

58 patients from 77 patients. 
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4.7.1.6 Correlation between features 

 

Figure 4.39 Correlation Coefficient 

After that, the product moment correlation coefficient technique may be used to 

determine whether there is a correlation between the attributes, and the heatmap can then 

be constructed. The feature with the highest degree of correlation will be chosen for 

inclusion in the result of the model. 

The technique that has been used to construct a predictive model is called feature 

selection. It is the procedure that has been used to limit the number of input variables by 

picking a relevant feature. 

In the field of machine learning, the reason we suggested using feature selection 

was so that we could improve the overall performance of the algorithm and get highly 

effective results when it came to training the machine. 

The technique of selecting the features that will most significantly contribute to 

the desired outcome of a prediction is known as "feature selection." This may be done 

either automatically or manually. 

Having unnecessary characteristics in the dataset will lead to a decline in the 

accuracy of the models; nevertheless, the machine will function more effectively if the 

unnecessary dataset is distinguished. 
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CHAPTER 5 

 

 

CONCLUSION 

5.1 Objective Revisit 

1) To study the effectiveness of prediction if the patient suffers from heart disease. 

This research was successfully to identify the result of the heart disease prediction by 

using the intelligent system, Case Base Reasoning (CBR). 

 

2) To develop the prediction technique with and Case Base Reasoning (CBR) for heart 

disease. 

The Case Base Reasoning (CBR) algorithm with the data splitting and data pre-

processing was used in this heart disease prediction. In the CBR algorithm, there are 

4 stages which are Retrieve, Reuse, Revise and Retain where the Local and Global 

Similarity algorithm will be applied in the Retrieve stage. The data was split in to the 

specific ratio of training and testing data and the data will be going through the data 

pre-processing which is data normalization. 

 

3) To evaluate the outcome of heart disease using the selected intelligent system 

approaches. 

In this research paper, the Case Base Reasoning (CBR) algorithm was used to 

calculate the local and global similarity of the data that has been split into training 

and testing. Then the outcome data that contain the highest similarity will be selected 

and used as the result for the new cases or data. 
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5.2 Limitation 

Throughout this research work, I was suffered from a few limitations. Firstly, is 

regarding to the size of the dataset. Since Case Based Reasoning (CBR) is an Intelligent 

System and the algorithm that used in this system is to compare the similarity between 

each training data and gain the highest similarity data’s result as the new cases result. 

Therefore, it requires a large or huge amount of data to ensure the accuracy of the 

prediction but in this research, there are only contain 1025 set of data where it is not 

enough to get a higher accuracy of prediction. The more data used in CBR, the more 

accurate its predictions are likely to be. 

Next, is the Case Based Reasoning (CBR) algorithm. This algorithm consumes a 

lot of time during the prediction process begin. The reason is because this algorithm will 

compare the local and global similarity between each training data in order to identify the 

training data that achieve the highest similarity. It will compare one by one of the training 

data. So, if the number of the dataset is large, it will require a longer time to predict the 

result of heart disease.  

Finally, is the software or tools that used for the prediction. There are 2 open 

source software or tools that I used in this research for prediction purpose which are 

Jupyter Notebook and Google Colab. The limitation in the Jupyter Notebook is that it 

consumes a lot of memory usage. Jupyter Notebook is a plugin that installed in the IDE 

tools for executing the Python machine learning. Since, the CBR is a time consuming 

algorithm, then during the process of the prediction, it used a lot of local host memory. 

Sometimes, it will show Page Unresponsive error during the middle of the prediction 

process. Then the Google Colab is a cloud-based tools that allow the user to write and 

execute arbitrary python code through the browser without downloading and installing 

anything to our laptop or PC. The constraints that I faced when using the Google Colab 

to execute the CBR algorithm for the heart disease prediction is the limitation of the line 

output. By using Google Colab, it only able to view or display up to 5000 lines only. If 

the output is more than 5000 lines, the Google Colab will pop out the “streaming output 

truncated to the last 5000 lines” warning. 
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5.3 Future Works 

In future, this research can be improve by applying different dataset from different 

website. Currently, the dataset that used for this Heart Disease Prediction by Using Case 

Based Reasoning contain of 1025 number of data and 13 number of attributes The 

accuracy that can get from this dataset is 97.95%. In future, the different dataset can have 

a greater number of data and attributes so that the dataset that achieve the highest 

accuracy can be identify. 

Another future works that could be done is to use another algorithm for this heart 

prediction. Currently, this research is using the Case Base Reasoning (CBR). Although 

this CBR able to perform the heart disease prediction, but it takes a long time to execute, 

and it consume a lot of memory in computer. Therefore, I would like to suggest the 

machine learning or deep learning such as artificial neural networks (ANN), naive Bayes, 

decision tree, or random forest to predict the heart disease.
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APPENDIX A 

GANTT CHART 
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APPENDIX B 

SOURCE CODE IN PYTHON 

CBR Code (Retrieve, Reuse, Revise and Retain 

# Retrieve Cycle  -- Find similiar problems 

 

for k in range(test_normalize.shape[0]): 

    print('=========================================================

====================') 

    print(f'\t\t\t TEST DATA Case: {k+1}') 

    print('=========================================================

====================') 

    for i in range(case_base.shape[0]): 

        total_similarity = 0 

        print('=====================================================

========================') 

        print(f'\t\t LOCAL SIMILARITY for TEST_DATA Case: {k+1}') 

        print('=====================================================

========================') 

        for j in range(case_base.shape[1]): 

            # Calculate Local Similarity 

            local_similarity[i,j]=1-(abs(test_normalize.iloc[k,j]-

case_base.iloc[i,j])/range_value[j]) 

 

            # Calculate Global Similarity 

            total_similarity += (local_similarity[i,j] * 

weightage[j]) 

            global_similarity[i] = (1/total_weightage) * 

total_similarity 

            print(f'Local Similarity TRAIN DATA Case {i+1}, 

Attribute: {train_normalize.columns[j]} \t = {local_similarity[i,j]}') 

 

        print('-----------------------------------------------------

------------------------') 

        print(f'Global Similarity TRAIN DATA Case {i+1} = 

{global_similarity[i]}') 

        print('-----------------------------------------------------

------------------------') 

     

    # Identify the Highest Value of the Global Similarity 

    highest_similarity = global_similarity 

    highest_index = np.argmax(highest_similarity) 

    print('=========================================================

====================') 
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    print(f'Highest Similarity for TEST DATA Case {k+1} = 

{highest_similarity.max()}') 

    print('=========================================================

====================') 

    print('\n') 

     

    # Reuse Cycle -- Reuse a previous solution in a new situation 

    # Propose solution for new cases from the solutions in the 

retrieved cases 

    test_data = 

np.append(test_ori.iloc[k,:],train_normalize.iloc[highest_index,-1]) 

     

    # Revise Cycle  

    # There is no Revise Cycle implemented because the 'target' 

output column only have 2 values(either 0 or 1) 

     

    # Retain Cycle -- Integrated into case-based system 

    # Store the result for the new solution to the train_ori 

    test_data = pd.Series(test_data,index = train_ori.columns) 

     

     

    # Update / Merge the new solution with the previous dataset in 

'heart_Training_data_Before_Normalization.csv' 

    train_ori = train_ori.append(test_data,ignore_index=True) 

    train_ori.to_csv('heart_Training_data_Before_Normalization.csv', 

index=False) 
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Data Splitting Code (60:40) 

# Split Data into ratio 60:40 (60% Training Data & 40% Testing Data) 

from sklearn.model_selection import train_test_split 

 

attribute_column = ['age', 'sex', 'cp', 'trestbps', 'chol', 'fbs', 

'restecg', 'thalach', 'exang', 'oldpeak', 'slope', 'ca', 'thal', 

'target']  # Attribute in the Dataset 

data = full_data[attribute_column]  # attribute 

 

training_data,testing_data = train_test_split(data, test_size=0.4, 

shuffle=False) 

 

print(training_data) # 60% Random Training Dataset 

print() 

 

print(testing_data) # 40% Random Testing Dataset 

print() 

 

#Eliminate the outcome column(target) for testing_data 

testing_data_no_output = 

testing_data.iloc[:,range(testing_data.shape[1]-1)] 
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Data Normalization Code 

# Normalization Process for 60% random train data 

from sklearn.preprocessing import Normalizer 

 

normal = Normalizer() 

 

train_normalization.iloc[:,0:-1] = 

normal.fit_transform(train_normalization.iloc[:,0:-1]) 

 

train_normalization 

 

 

 

 

 

 

 

 

 

 

 




