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ABSTRAK 

 

 

Pada masa kini, platform dalam talian digunakan terutamanya untuk berkomunikasi dan 

berhubung dengan orang ramai. Ia mengawal banyak kehidupan berdasarkan banyak 

aspek. Apabila dalam talian, tidak semua pengguna lebih suka apa yang mereka lihat. 

Mereka boleh bersuara tanpa memikirkan kesannya kepada seseorang. Daripada 

peristiwa ini, ia boleh membawa kepada aktiviti buli siber kerana semua pengguna 

bebas untuk melontarkan pendapat mereka di media sosial tanpa teragak-agak. Bukan 

itu sahaja, tetapi berdasarkan pertimbangan dalam talian, ia juga boleh menjejaskan 

kesihatan mental seseorang. Oleh itu, pengesanan buli siber menggunakan pendekatan 

Pembelajaran Mesin adalah dicadangkan. Kajian ini membentangkan perbandingan tiga 

algoritma Pembelajaran Mesin untuk pengesanan menggunakan aktiviti buli siber pada 

platform media sosial khususnya Twitter. Set data untuk melaksanakan algoritma akan 

diambil daripada tapak web sumber terbuka yang dipanggil Kaggle di mana ia akan 

digunakan untuk proses latihan dan ujian. Algoritma termasuk Mesin Vektor Sokongan 

(SVM), Naïve Bayes dan Decision Tree. Tujuan kajian ini adalah untuk melihat 

ketepatan algoritma dan membandingkannya. Algoritma tertinggi akan dipilih sebagai 

model dan algoritma terbaik yang boleh digunakan untuk mengesan teks tweet buli 

siber. 
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ABSTRACT 

 

 

Nowadays, the online platform is primarily used to communicate and connect with 

people. It controlled many lives based on many aspects. When online, not all users 

prefer what they see. They can speak up without thinking about the effect on someone. 

From this event, it may lead to cyberbullying activity since all the users are free to 

throw their opinion on social media without hesitation. Not only that, but based on 

online judgment, it can also affect someone’s mental health. Therefore, cyberbullying 

detection using a Machine Learning approach is suggested. This study presents the 

comparison of three Machine Learning algorithms for the detection using cyberbullying 

activity on social media platforms specifically Twitter. The dataset to perform the 

algorithm will be retrieved from an open-source website called Kaggle where it will be 

used for the training and testing process. The algorithms include Support Vector 

Machine (SVM), Naïve Bayes, and Decision Tree. The purpose of this study is to see 

the accuracy of the algorithms and compare it. The highest algorithm will be chosen as 

the best model and algorithm that can be used to detect cyberbullying tweet text. 
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CHAPTER 1  

 

 

 

 

 

 

INTRODUCTION 

 

 

 

1.1 INTRODUCTION 

 

 

 

Online communication is not only a common means to work anymore. It is also 

primarily used to communicate and connect with known and unknown individuals. 

These days the internet has controlled many lives based on many aspects. Many of them 

keep updating their daily life through social networking sites such as Instagram, 

Facebook, Twitter, TikTok, Snapchat, and many more as the way they communicate 

with others. Social media is now used in a variety of fields, including business, 

education, and good causes. Social networking is boosting the global economy by 

opening up a lot of new job prospects. 

Social media offers many advantages, but it also has certain disadvantages. 

Through the usage of these platforms, malicious users engage in unethical and 

dishonest behaviour in an effort to offend others and harm their reputations. 

Cyberbullying has emerged as one of the most pressing social media problems recently. 

An electronic form of bullying or harassment is referred to as cyberbullying or cyber-

harassment. Online bullying also refers to cyberbullying and cyber-harassment. 

Cyberbullying has increased in prevalence throughout time, especially among young 

people as the digital world and technology have expanded. 

With the rise of social networking sites, there are also some bad side effects that 

the community faces. If 66% of children and teenagers had access to the internet at 

home in 2010, this figure is increasing year after year. According to national UK data, 
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21 million households which are 80% have internet connectivity in 2012, up from 19 

million (77%) in 2011 [1]. Since users are free to throw their opinion on a certain post it 

could lead to makes someone become more insecure or not confident with themself. 

Not only that it also could affect one’s mental health. The negative aspect of young 

people's internet use is that they may bully or be bullied by others in cyberspace, also 

known as cyberbullying which can lead to short and long-term negative effects, 

including suicide or attempted suicide [1] . 

Therefore, a method will be carried out as the prevention from the cyberbullying 

activities. The method that will be done is the cyberbullying text detection by using 

machine learning approach. As for this thesis, the text classification algorithm will be 

used to classify whether the text contains cyberbullying content or not. In this thesis, 

three classifiers will be used to detect the cyberbullying text which are Support Vector 

Machine (SVM), Naïve Bayes and Decision Tree. From these three techniques, we will 

see which method will produce the highest accuracy for detecting the cyberbullying 

text. To succeed in the thesis for this topic the tool that will be used to generate all the 

data is Python. 
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1.2 PROBLEM STATEMENT 

 

Cyberbullying is a crime that normally happens on a digital device. Social 

media, online gaming platforms, or text messages are the common platforms for the 

bully to do this uneducated did. The way cyberbullying can happen is when a person is 

throwing a meaningful comment on someone’s post or insulting the victim’s look. 

When online, not all users prefer what they see. They can speak up without 

thinking about the effect on someone. From this event, it may lead to cyberbullying 

activity since all the users are free to throw their opinion on social media without 

hesitation. Not only that, but based on online judgment, it can also affect someone’s 

mental health. Therefore, cyberbullying detection using a Machine Learning approach 

is suggested.  

 

This study presents the comparison of three Machine Learning algorithms for 

the detection using cyberbullying activity on social media platforms specifically 

Twitter. The dataset to perform the algorithm will be retrieved from an open-source 

website called Kaggle where it will be used for the training and testing process. The 

algorithms include Support Vector Machine (SVM), Naïve Bayes, and Decision Tree. 

The purpose of this study is to see the accuracy of the algorithms and compare it. The 

highest algorithm will be chosen as the best model and algorithm that can be used to 

detect cyberbullying tweet text. 
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1.3 OBJECTIVE 

 

The purpose of this research is to see how the accuracy for each algorithm. Here 

are the three objectives of this research. 

i. To study the existing technique for cyberbullying detection.  

ii. To evaluate cyberbully detection based on the accuracy from three classifiers, 

Support Vector Machine (SVM), Naïve Bayes and Decision Tree.  

iii. To compare the classifier’s accuracy output for detecting cyberbullying text.  

 

1.4 SCOPE 

 

Here is the scope of this research to get the wanted result: 

Research scope:  

i. This research will use the dataset from a media platform (Twitter).  

ii. This research is also based on the dataset from Kaggle.  

iii. This dataset will be divided into two parts for data train and data testing.  

iv. The tool that will be used to compare the cyberbullying text is Python. 

 

 

Methodology scope:  

i. This research will use three classifiers for text classification and show the 

best accuracy among the three classifiers. (Naïve Bayes, Support Vector 

Machine (SVM) and Decision Tree)      
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1.5 REPORT ORGANIZATION 

 

 

 

 This thesis contains five chapters. Chapter one describes about the introduction 

of this research study which is Cyberbullying Detection Using Machine Learning 

Approach. This includes the introduction, problem statement, objectives and scope of 

the research.   

 

 Chapter two will discuss the literature review. In this chapter, we will see the 

comparison between 4 previous research papers. In this chapter, we will utilize many 

tools and techniques that were used in the previous research and the summarization 

from the findings.  

 

 As for chapter 3, it discusses on the methodology of the research. It covers the 

flow of the research, input, and output for the research, constrain and limitations during 

the research, and also the case study.  

 

 In Chapter 4, it discusses on the implementation based on the methodology that 

have been described in Chapter 3. Finally, Chapter 5 is about the conclusion which 

focus on research limitation, objective revisited, future work and the list of references 

for this research paper.  
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CHAPTER 2  

 

 

 

 

LITERATURE REVIEW 

 

 

 

2.1 INTRODUCTION 

 

 This chapter will describe and compare three previous research papers about the 

detection of cyberbullying on Twitter.  

 

2.2 PREVIOUS RESEARCH WORKS 

 

This research paper  is to propose a better way to detect cyberbullying activity 

from the Twitter platform by including an expanded keyword search from the other two 

references that the author used [2]. The study specifically attempts to identify tweets in 

which people share or expose their bullying experiences. In the data collection method, 

the authors gain data from Twitter’s streaming API. From the data, the author will 

choose the English keyword that is related to cyberbullying which is called an enriched 

dataset. To trace the tweet that contains cyberbullying content, two models were used, 

human coded tweet and a machine learning approach using SVM and logistic 

regression. Results show that the machine learning approach is the best way to identify 

tweets that have cyberbullying elements.  

 

 The authors Nurrahmi & Nurjanah, 2018 treat the cyberbullying topic as the most 

important issue that must be known by Indonesians [3]. From this research paper, many 
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methods are suggested by the other research that cannot be implemented for 

Indonesians. This is because of the language barrier and language used by the local 

communities. The study uses two platforms as the way to collect the data which is the 

data from 700 tweets under one account and a website named youswear.com. The first 

stage of the research is about the labelling system. In this stage, it talks about how the 

authors detect the inappropriate word which can lead to cyberbullying by using eight 

general rules. Since the data is raw and it is unlabelled, it will undergo a labelling 

process. Next is the detection of cyberbullying posts on Twitter. Three steps will be 

done in this stage. The first step is pre-processing. In this step, it will do the data 

cleaning, tokenization, and POS Tagging. After the pre-processing is done, the data will 

be divided into two parts which are 60% of data training and 40% of data testing. In this 

part, the SVM and KNN methods will be used. The result from the SVM and KNN 

methods will be compared to find the most accurate method for the research.  

 

 The research by Raihan is to analyze the different human behavior acts on social 

media [4]. This research is done by making a question paper with dome-related 

questions and distributing it to the universities and government offices around 

Bangladesh. After collecting all the data, the dataset will be processed. Then the dataset 

will apply the correlation Chi-Square test. Next, the open-source programming 

language “R” will be used to analyze the data. The expected result will be seen by 

looking at the p-value of the Chi-Square test.  

 

 This research paper is about the investigation of high school students' opinions 

and behavior about cyberbullying. The research is done by distributing 312 surveys to 

the random selection of classes. The method used by the researcher is by using the 

survey instrument by Willard (2004a) and her previous research paper [5]. This research 

gains a better output from the previous research and accurate data.  
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Table 2.2.1 Comparison and description of previous research papers 

 

Elements Previous 

Research 1 

Previous 

Research 2 

Previous 

Research 3 

Previous 

Research 4 

Research and 

author 

Bullying 

discourse on 

Twitter: An 

examination of 

bully-related 

tweets using 

supervised 

machine 

learning [2]. 

Indonesian 

Twitter 

Cyberbullying 

Detection using 

Text 

Classification 

and User 

Credibility [3]. 

Human 

Behavior 

Analysis using 

Association 

Rule Mining 

Techniques 

[4].  

Cyberbullying 

in High 

Schools: A 

Study of 

Students’ 

Behaviors and 

Beliefes about 

This New 

Phenomenon 

[5]. 

Explanation Investigates the 

sharing and 

disclosure of 

bullying events 

using Twitter 

data, including 

keywords that 

capture both 

face-to-face and 

cyberbullying 

incidents. 

Discuss the 

way to detect 

cyberbullying 

activities based 

on text 

detection by 

using the text 

mining 

technique for 

text 

classification, 

the detection of 

cyberbullying 

actors by using 

the 

computation 

approach for 

user credibility 

management, 

Analyze 

different 

human 

behavior acts 

on social 

media.    

Investigates 

high school 

students' 

opinions and 

behavior about 

cyberbullying.  
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and 

cyberbullying 

network 

visualization.  

Technique 

used 

Human code 

tweets, 

Supervised 

Learning 

Machine (SVM 

and logistic 

regression).  

Pre-process 

(Data cleaning, 

Tokenization, 

POS Tagging), 

K-nearest 

Neighbor 

(KNN), 

Support Vector 

Machine (linear 

and RBF 

kernel), Scikit-

learn2 (Python 

algorithm) 

Open-source 

programming 

language “R”, 

Chi-Square 

test.  

Survey 

instrument by 

Willard 

(2004a), own 

previous 

research paper.   

Data  Twitter 

streaming API. 

700 tweets 

from one 

account, 

youswear.com 

website.  

Question 

paper. 

312 survey was 

distributed to 

the random 

selection of 

classes.   

Advantages The accuracy of 

using machine 

learning in 

tracing 

cyberbullying on 

Twitter is higher 

than in human 

code tweets.  

SVM can 

produce 

accurate data 

by using the 

RBF kernel.  

The chi-square 

test is the 

effective 

method to gain 

the desired 

results.  

Can gain more 

data from the 

survey and can 

improve 

previous 

research.  

Disadvantages Hard to classify 

the word related 

to cyberbullying. 

SVM cannot 

perform well 

when using a 

Need to use a 

large dataset to 

get a better 

There will be 

students who 

do not return 
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linear function.  result.  the survey 

form.  

 

2.3 CONCLUSION 

 

 Based on these four previous research papers, the most suitable research paper 

to be as guidance is the research paper [3], Indonesian Twitter Cyberbullying Detection 

using Text Classification and User Credibility. Even though there are some different 

requirements for my research, the method and technique used can be upgraded by using 

a better coding algorithm.  
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CHAPTER 3  

 

 

 

METHODOLOGY 

 

3.1 INTRODUCTION  

 

The three classifiers will be applied to the research's goal. Each stage in a 

suggested study framework had to be carried out. The purpose of research methodology 

is to describe the direction of the investigation. Numerous research techniques have 

been employed often in earlier studies. The research framework and methodology that 

are appropriate for this study will be covered in this chapter. In this chapter, the 

techniques, method, and algorithm will all be covered in detail. The implementation of 

the framework suggested for this study will be covered in this chapter.  

 

3.2 RESEARCH FRAMEWORK 

 

The methodology of text classification for cyberbullying detection is shown as 

figure below:  

 

 

 

Figure 3.2.1.1Research Framework 
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3.2.1 Data collection  

 

 For the first phase of this methodology, we need to do the data collection. Since 

it is hard to pick the tweet text that have the cyberbullying element manually, the data 

will be collected from the open-source library which is Kaggle.  

 

 

3.2.2 Data Pre-processing  

 

  There are many ways and techniques to do the data pre-processing. The 

techniques that will be used for the text classification are removing the unwanted and 

special character, remove the stop words, breaking the attach words, tokenization, 

lemmatizing and stemming. These steps are done because the raw text data may contain 

undesirable or unimportant text, which could make it difficult to interpret and analyse 

our results and prevent them from being accurate.  

 

 

3.2.3 Dimensionality reduction 

 

Techniques for reducing the number of input features in a dataset are referred to 

as dimensionality reduction. This phase of text mining is crucial. It condenses the set of 

features into a smaller form, which will increase the effectiveness of the learning 

process. 

 

3.2.4 Classification techniques 

 

 In this part the dataset will be separated in to two parts for the data training and 

data testing. Here the classification process will be done using three classifiers which 

are Support Vector Machine (SVM), Naïve Bayes and Decision Tree classifier.  
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3.2.5 Performance evaluation 

 

 After it done with all the classification process, next it will do the evaluation 

from those three classifiers. In this part the accuracy from the classifiers will be 

compared and we will see the highest accuracy. The highest accuracy that obtained will 

be chosen as the best classifier that will be used to detect the cyberbullying text. Thus, 

we will evaluate the performance by comparing the accuracy for each classifier.  
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3.3 PROJECT REQUIREMENTS 

 

3.3.1 Input 

 

 The data for this research is obtained by:  

 

i. Twitter dataset 

ii. Kaggle dataset 

 

3.3.2 Output 

 

 The result of this thesis is that we will see the best accuracy among the three 

classifiers. (Naïve Bayes, Support Vector Machine (SVM) and Decision Tree) 

 

 

3.3.3 Constraints and limitations 

 

1. Data collected might need to undergo a long filtering process to get the desired 

data.  

2. Need to analyze a big amount of data to get the best result.  

3. The Support Vector Machine (SVM) classifier will take longer time to produce 

the accuracy and it will require the high amount of RAM.   
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3.3.4 Case Study 

 

  

 Online communication is no longer just a popular form of communication at 

work. It is also largely used to communicate and connect with known and unknown 

individuals. Nowadays, the internet has taken over many people's lives in a variety of 

ways.  

 

Cyberbullying is a crime that occurs with digital technology. Cyberbullying 

commonly happens on social media, online gaming platforms, or SMS messaging. 

Cyberbullying can occur when someone makes a derogatory comment on another 

person's post or posts hatred content on someone.  

 

When online, not all users prefer what they see. They can speak up without 

thinking about the effect on someone. From this event, it may lead to cyberbullying 

activity since all the users are free to throw their opinion on social media without 

hesitation. Not only that, but based on online judgment, it can also affect someone’s 

mental health. Therefore, cyberbullying detection using a Machine Learning approach 

is suggested.  

 

This study presents the comparison of three Machine Learning algorithms for 

the detection using cyberbullying activity on social media platforms specifically 

Twitter. The dataset to perform the algorithm will be retrieved from an open-source 

website called Kaggle where it will be used for the training and testing process. The 

algorithms include Support Vector Machine (SVM), Naïve Bayes, and Decision Tree. 

The purpose of this study is to see the accuracy of the algorithms and compare it. The 

highest algorithm will be chosen as the best model and algorithm that can be used to 

detect cyberbullying tweet text. 

 

 

  



 

16 

 

3.4 PROPOSED DESIGN 

3.4.1 Flowchart 

 

 

 

Figure 3.4.1.1 Research Framework 
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3.4.1.1 Data Extraction 

 

The first stage of this research is extracting the data from the Kaggle dataset. 

Data extraction is the process of collecting or obtaining diverse forms of data from 

several sources, many of which may be poorly organised or unstructured. For this 

research, the data from the Kaggle dataset will be downloaded from the internet and 

then the data will be extracted to make the next process easier.  

 

3.4.1.2 Data Pre-processing 

  

This is the stage where the pre-processing of the text data is happening. The 

process called cleaning process. The pre-processing will start by removing the 

unwanted character such as punctuation, non-alphabets or any other character that is not 

included in language. After that, it will undergo the removing stop word process. Next, 

for the tokenization process. This process is done to split the sentence that we get from 

the data into words. The last step is lemmatizing and stemming process. The cleaning 

process is done to remove all the unwanted thing from the data.  

 

3.4.1.3 TF-IDF process 

 

 

TF-IDF is a short form of Term Frequency Inverse Document Frequency. NLP, 

or natural language processing, is the area of machine learning that deals with 

processing natural language data, such as text translation, sentiment analysis, user 

reviews, and user comments. The input data for all of the NLP-related issue statements 

is textual, which presents a big challenge. Before getting the accuracy for each 

algorithm all the dataset needs to be in numbering form. So, the use of TF-IDF in this 

part is to change all the words from the dataset to numbers. Every sentence had to be 

connected to a vector of numerical values, and this vector served as the model's input 

data. For this thesis, the method that is used from the TF-IDF process is the 

Tfidftransformer. This TF-IDF method will use the CountVectorizer to compute the 

word counts, then the Inverse Document Frequency value and TF-IDF score 
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3.4.1.4 Data Split, Data Testing and Data Train 

 

 

For the last process of this research, the data will be split into two, training data 

and test data. The whole dataset from Kaggle will be split into two parts where 80% of 

the data is for data training and 20% of the data is for data testing. From the data train 

and data testing process, it will continue to the build model for Naïve Bayes algorithm, 

Support Vector Machine algorithm and Decision Tree algorithm and the evaluation 

process. Here, the accuracy from each classifier will be obtain and compared.  
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3.4.2 Text Classification Algorithm 

 

3.4.2.1 Support Vector Machine (SVM) 

 

Based on (Li, 2018), said that SVM is one of the best classifiers that we can use 

for the classification algorithm. SVM works by mapping data to a high-dimensional 

feature space in order to categorise data points that are otherwise not linearly separable. 

A separator between the categories is discovered, and the data are processed so that the 

separator may be drawn as a hyperplane. Below are the steps on how SVM is 

happening.  

 

 

Figure 3.4.2.1 Original dataset for SVM 

 

Based in figure above we can see that it is the original dataset. The dataset is 

from two different categories. 

 

Figure 3.4.2.2 Curve separator 

 

Next when the data is already collected, then it will be separated with a curve 

line since the two data mixed. 
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Figure 3.4.2.3 Hyperplane representation 

 

After the data had been separated with a curve separator, it will transform and 

produce a hyperplane by using kernel function.  

 

3.4.2.2  Naïve Bayes 

 

 Naïve Bayes is a simple algorithm that classifies text based on the likelihood of 

events occurring. This procedure is based on the Bayes theorem, which aids in 

determining the conditional probability of events that occurred based on the odds of 

each event occurring. So, for a given text, we calculate the probability of each tag and 

output the tag with the highest probability. To understand more about this algorithm, 

several steps need to be done.  

 

The first step that we need to do is we need to confirm they type of feature 

engineering that we wanted to use. For an example a word frequencies feature will be 

used. This feature engineering is used when the data only have text. The way how this 

feature will work is it will disregard the word order and the sentence structure, treating 

each data as a collection of the words it contains. Next, we must convert the probability 

we wish to compute into something that can be computed using word frequencies. We 

will use some basic probability principles as well as Bayes' Theorem to do this. 

 

 

Figure 3.6 Bayes’ Theorem 
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 Now comes the naive part where we presume that each word in a phrase is 

independent of the others. This indicates that we are now examining individual words 

rather than complete phrases. Below is the example on how this part is done.  

 

 

Figure 3.7 Implementation of naïve process 

 

 The last step for Naïve Bayes algorithm is it will calculate the probability for 

each word and see the highest probability among the words and the highest probability 

will be choose as the result.  

3.4.2.2 Decision tree 

 

A decision tree is a supervised learning technique that is ideal for classification 

issues since it can organize classes precisely. It works like a flow chart, splitting data 

points into two related categories at a time, starting with the "tree trunk" and 

progressing to "branches" and "leaves," where the categories become more finitely 

similar. This results in the formation of categories inside categories, allowing for 

organic classification with minimal human supervision. Below is the example on how 

this algorithm is implemented.  

 

 

Figure 3.4.2.4 Decision tree implementation [6] 
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3.5 DATA DESIGN 

 

 

 

The data that will be used for this thesis is a dataset from Kaggle titled Twitter 

Cyberbullying Text Classification from Feri Haldi Tanjung. In that dataset, there are 

more than 47000 tweets from Twitter users that possibly contain the cyberbullying 

issue. The dataset is categorized into several categories such as age, ethnicity, gender, 

religion, other types of cyberbullying, and not cyberbullying. Each category of the 

dataset contains 8000 tweets. Below is the figure on what this dataset looks like.  

 

 

Figure 3.4.2.1 Presentation of the dataset [7] 
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After the data has been collected, then all the tweets will be categorized and 

presented using the pie chart. The pie chart shows that, the percentage  

 

Figure 3.4.2.2 Percentage of each category of cyberbullying type [7] 

 

After categorizing the tweets, then it will use Python code to determine the most 

frequent username that appears, most frequent hashtags that appear, emojis, character 

length, toxic level in each tweet, most toxic tweet for each category, and most frequent 

word that appears.  
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3.6 PROOF OF INITIAL CONCEPT 

 

3.6.1 Evidence of early work and comparative analysis 

 

  Based on the previous part, this research stated that the algorithm that will be 

used is the text classification algorithm with three classifiers which are the Support 

Vector Machine (SVM) classifier, decision tree classifier, and Naïve Bayes classifier. 

So, for this part, I will show the previous study that use the text classification algorithm 

with the three classifiers.  

 

 The research paper that will be used in this part is from Talpur, B. A., & 

O’Sullivan, D. [8] with title Multi-class imbalance in text classification: A feature 

engineering approach to detect cyberbullying in Twitter. One of the objectives from this 

research paper is to develop a machine learning classifier to classify the tweets as non-

cyberbullied, low, medium, or high level of cyberbullied. Since the method used in this 

research paper is much more advanced than supervised machine learning, the writer 

concludes there is more method that we can use to get the er results for classifying text.  

 

 The second research paper is from Noviantho, S. I., & Ashianti, L. [9] with title 

Cyberbullying Classification using Text Mining. This research uses two methods to 

detect the cyberbullying message which are Support Vector Machine (SVM) and Naïve 

Bayes method. Based on the conclusion that I get from this research is that the 

researcher stated that SVM kernel produce the most accurate result for detecting the 

cyberbullying text with 99.04% accuracy while Naïve Bayes is 96.98% accuracy.  
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3.7 PROOF OF INITIAL CONCEPT 

3.7.1 Design 

 

This part is based on the research paper from [10] with title Comparison of 

Naïve Bayes, Support Vector Machine, Decision Trees and Random Forest on 

Sentiment Analysis. 

 

To gain the best result, this research paper measures each classifier based on 

four elements which are accuracy, precision, recall and F1 score. Based on the activity 

that had been done, the writer concluded that Support Vector Machine (SVM) is the 

best classifier. This is because the classifier is the most accurate classifier and have the 

highest value for each of the elements that they measure.  

 

As conclusion we can know that the Support Vector Machine (SVM) is the best 

classifier that we can use.   

 

3.7.2 Usability 

 

In this research the method that being used is the text classification algorithm. 

Here are the reasons why text classification algorithm is the best method. The first 

reason why is text classification algorithm is the best method to classify things is 

because of the scalability. Manually analysing and arranging is time-consuming and 

inaccurate. Machine learning can evaluate millions of surveys, comments, emails, and 

other data sets automatically for a fraction of the cost, typically in only a few minutes. 

Text classification technologies can be scaled to meet the needs of any business, large 

or small. 

 

Next, is about the real-time analysis. There are important situations that 

businesses must detect as soon as possible. Machine learning text classification can 

track your brand mentions in real-time, allowing you to detect vital information and act 

quickly. 
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Lastly is about the consistency of the criteria. Because of distractions, 

exhaustion, and boredom, human annotators make mistakes while classifying text data, 

and human subjectivity provides inconsistent standards. Machine learning, on the other 

hand, looks at all data and results through the same lens and criterion. Once correctly 

trained, a text classification model performs with unrivalled precision. Those are the 

reasons why text classifications are the best method for classifying something.  
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CHAPTER 4  

 

 

 

IMPLEMENTATION,  RESULTS AND DISCUSSION 

 

4.1 INTRODUCTION 

 

As  mentioned before, three algorithms will be used to check the accuracy for 

detecting cyberbullying text from the cyberbullying dataset. To detect the cyberbullying 

words from the tweet text, Python programming language will be used to find the 

accuracy among those three algorithms which are Support Vector Machine (SVM), 

Naïve Bayes, and Decision Tree algorithm. From these three algorithms, we will 

compare the accuracy and the highest accuracy will be chosen as the best algorithm that 

can be used as the cyberbullying predictor. 

 

4.2 IMPLEMENTATION 

  

  

 Here is the methodology of the implementation: 

i. Analysing data.  

ii. Data Pre-processing. 

iii. TF-IDF process. 

iv. Data Training and Data Testing. 
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4.2.1 Analysing data 

 

 The first step before the accuracy for Support Vector Machine (SVM), Naïve 

Bayes, Decision Tree produced is the dataset that collected need to be analysed. This is 

done to see the information or details about the dataset. To do that, the data need to be 

upload first. Figure 4.1 shows the process of loading the data and the description that 

the dataset has. The figure shows the tweet text that is collected from Twitter and the 

type of cyberbullying.  To present the details about the dataset, the df function is used.  

 

Figure 4.2.1.1 Dataset details 
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To get the accurate results for each algorithm, all the details about the dataset 

need to be analysed. As shown below, Figure 4.2 shows all the cyberbullying types with 

the total of tweet text for each cyberbullying types while Figure 4.3 shows all the 

information about the dataset.  

 

 

 

Figure 4.2.1.2 Total counts of each cyberbullying types. 

 

 

 

 

Figure 4.2.1.3 The information of dataset. 
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4.2.2 Data pre-processing  

 

i. Checking null data from the dataset.  

 

When there is an empty space in the dataset, it is referred to as null and 

denotes that the field's value is unknown. As for the dataset that we obtain 

from the public library (Kaggle), it might have some defect since the data is 

reused by many people. To prevent any missing data from the dataset, 

checking the null is a must. The result from checking the null data is shown 

as below.  

 

 

Figure 4.2.2.1 Checking null data from the dataset 

 

 

 

ii. Remove one of cyberbullying types.  

 

As shown in Figure 4.2, there is one of the cyberbullying types that may 

cause confusion when producing the accuracy for the algorithms which is 

other_cyberbullying type. To prevent confusion from happening, the data 

will be removed so that the algorithms will produce the best accuracy.  
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Figure 4.2.2.2 Remove one of cyberbullying types 

 

iii. Renaming attributes.  

 

This process is done to simplify the existing attributes. From this step, it 

will make the attribute can easily being trace if there is error later. Since all 

the data from the dataset is in word form, it is impossible to generate the 

accuracy using the words without changing it to numbers. So, the step in 

Figure 4.6  is done to replace the cyberbullying types in word form to 

numbering form. Below are the steps for renaming the attributes.  

 

 

 

Figure 4.2.2.3 Renaming attributes 
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Figure 4.2.2.4 Replacing text form cyberbullying type to numbering form 
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iv. Data cleaning process.  

 

Table 4.2.1 Details of data cleaning process 

 

Types of text cleaning Description 

• Change all text to lower 

case 

• In computer, the lower case 

and upper-case sentence are 

handled differently. The 

reason of changing all the 

words to lower case is to 

make the machine easy to 

read the words. For 

example, the word “Lion” 

and “lion” for instance, 

receive distinct treatment 

from the computer. In order 

to avoid these issues, the 

text must be written in the 

same case, with lower case 

being the most desired. 

• Removing punctuation and 

special character. 

• For this process all the 32 

punctuations such as 

“!#$_@” [1] will be 

removed and it will replace 

by the empty string. Same 

goes with the special 

character. 

• Remove stop words. • The words like “the, they, 

where, the, a and an” are 

examples of stop words. The 

main reason of removing 

these kinds of words is 

because it has no valuable 
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information in a text.  

• Remove ascii characters • Ascii characters is a 

combination of words and 

numbers. We can express 

the ascii character as gta78 

for example. By having this 

kind of character in the text, 

it will make the computer 

hard to understand the words 

and it is difficult for the 

computer to process. To 

make the machine work 

become smooth, the ascii 

character will be remove 

from the text and it will be 

replaced by the empty string.  

• Remove contractions • Words like can’t, don’t and 

I’ll are some of the examples 

of contractions. It is actually 

a word groups that have had 

letters removed and been 

replaced with an apostrophe. 

• Tokenization • Tokenization is a pre-

processing the will split a 

sentence into part by part or 

also known as token. To 

make it more clear here is 

the example .  

• Full sentence:  

‘My name is Afiefah’ 

• Tokenize sentence: 

[‘My’, ‘name’, ‘is’, 

‘Afiefah’] 
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• Lemmatization & 

Stemming 

• Lemmatization is a process 

where it will convert a word 

into a root form while for 

stemming process it will 

remove the last few 

characters from the word. 

• The difference between 

these two processes is that, 

lemmatization process it will 

look at the whole context of 

the word before convert it to 

root word while for 

stemming process it just cut 

off the last few words such 

as ‘ing’ to make it become a 

root form. Below is the 

example for these two 

processes.  

• Word: Caring 

Lemmatization: Care 

Stemming: Car 
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Figure 4. are the results obtained from the data cleaning process.  

 

 

Figure 4.2.2.5 Data cleaning result 

 

 

4.2.3 TF-IDF process 

 

 

TF-IDF is a short form of Term Frequency Inverse Document Frequency. NLP, 

or natural language processing, is the area of machine learning that deals with 

processing natural language data, such as text translation, sentiment analysis, user 

reviews, and user comments. The input data for all of the NLP-related issue statements 

is textual, which presents a big challenge. Before getting the accuracy for each 

algorithm all the dataset needs to be in numbering form. So, the use of TF-IDF in this 

part is to change all the words from the dataset to numbers. Every sentence had to be 

connected to a vector of numerical values, and this vector served as the model's input 

data. For this thesis, the method that is used from the TF-IDF process is the 

Tfidftransformer. This TF-IDF method will use the CountVectorizer to compute the 

word counts, then the Inverse Document Frequency value and TF-IDF score. Below is 

the way of using Tfidftransformer for the cyberbullying dataset.  
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Figure 4.2.3.1 Tfidftransformer method application 

 

 

 

Figure 4.2.3.2 Result of TF-IDF process 
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4.2.4 Splitting data for data training and data testing process 

 

 

The dataset that had undergo all the pre-processing is now ready to do the data 

training and data testing process. The dataset will be divided into two parts where 80% 

of the data from the whole dataset will do the data training while the other 20% of the 

dataset will undergo the testing process. The expected result, which includes both input 

and expected output, is included in the training data while the testing data is used to 

determine whether the trained model works well on unobserved data. Once it has 

received thorough training, the data is used to predict the outcome. 

 

 

 

Figure 4.2.4.1 Data split, train and test 

   

  



 

39 

 

4.3 RESULTS AND DISCUSSION 

 

In this part all the results obtain from each classifier will be he shown 

here. To get the best accuracy for each algorithm, the correct input is needed in 

order to get the desired output. These algorithms will produce the accuracy from 

each cyberbullying category which are not_cyberbullying, gender, age, religion 

and ethnicity. All the results obtain from the Naïve Bayes algorithm, Support 

Vector Machine (SVM) algorithm and Decision Tree algorithm will be 

discussed.  

 

 

4.3.1. Most frequent words in each cyberbullying type 

 

 

Here are the results that obtain from the pre-processing process. All the 

clean data that has undergo the pre-processing process will be listed by types of 

cyberbullying first. Then, from the list, the word cloud will be generated to show 

the most frequents words that have in that particular cyberbullying type. The 

figures below show the word cloud that had been generated.  

 

 

 

Figure 4.3.1.1 Frequent words of not_cyberbullying cyberbullying type 
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Figure 4.3.1.2 Frequent words in religion cyberbullying type 

 

 

 

Figure 4.3.1.3 Frequent words in age cyberbullying type 
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Figure 4.3.1.4 Frequent words in gender cyberbullying type 

 

 

 

Figure 4.3.1.5 Frequent words in ethnicity cyberbullying type 
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4.3.2. Build model 

 

 

Based on the previous step, the pre-process data will go to the next step 

which is the TF-IDF process. After all these, the train and tested data now will 

undergo the training model process to get the best accuracy for each algorithm; 

Naïve Bayes algorithm, Support Vector Machine (SVM) algorithm and Decision 

Tree algorithm.   

 

Figure 4.3.2.1 shows the method for build the Naïve Bayes model. 

Under the scikit-learn library, there are three types of Naïve Bayes model. In 

this study, the type of Naïve Bayes that being used is the Multinomial Naïve 

Bayes.  

 

The types of Naïve Bayes model are Gaussian Naïve Bayes, Multinomial 

Naïve Bayes and Bernoulli Naïve Bayes. The Gaussian model presupposes that 

characteristics are distributed normally. This indicates that the model thinks that 

predictor values are samples from the Gaussian distribution if they take 

continuous values rather than discrete ones. Multinomial Naïve Bayes is used 

when there is discrete count in the data. It is suitable to use when the dataset that 

being used have many words. This type of Naïve Bayes is commonly used when 

there is a text classification problem. The Bernoulli method is used when the 

dataset consists of binary data.  

 

 

Figure 4.3.2.1 Building Naive Bayes model 
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Figure 4.3.2.2 shows the method used to build the model Support Vector 

Machine (SVM) algorithm. The type of SVM that being used in this study is the linear 

SVM. 

 

 

Figure 4.3.2.2 Building model for Support Vector Machine (SVM) 

 

 

 

Figure 4.3.2.3 show the method that is used to build the Decision Tree model 

before further to the model evaluation process.  

 

Figure 4.3.2.3 Building model for Decision Tree algorithm 
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4.3.3 Model evaluation 

 

 

Based on previous step, three model has been built which is Naïve Bayes 

model, Support Vector Machine (SVM) mode, and Decision Tree model. These 

models are  built to find the accuracy between the algorithm and compare the 

accuracy among them. Table 4.3.3.1 shows the summary and the comparison of 

the accuracy that obtained from each model. Based on the table below, the 

highest accuracy results that produced for detecting the cyberbullying text is 

from Support Vector Machine (SVM) model with 92.87% accuracy. Decision 

Tree model produced the second highest accuracy with 91.65% while Naïve 

Bayes produced the lowest accuracy among these three models which is 

83.67%.  

 

 

Table 4.3.1 Accuracy obtained from each model 

Accuracy (%) 

Model Accuracy obtained 

Naïve Bayes 0.8367 (83.67%) 

Support Vector Machine (SVM) 0.9287 (92.87%) 

Decision Tree 0.9165 (91.65%) 

 

 

 

The percentage of labels that were correctly predicted positively is 

represented by the model accuracy score. Another name for precision is the 

positive predictive value. False positives and false negatives are traded off using 

precision together with recall. The class distribution has an impact on precision. 

Precision will be worse if there are more samples in the minority class. One way 

to think of precision is as an indicator of accuracy or calibre. A model with high 

accuracy is the one we would use if we wanted to reduce false negatives. 

Contrarily, we would pick a model with high recall if we wanted to reduce the 

number of false positives. 
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Precision is mostly employed when we need to anticipate the positive 

class, and erroneous positives have a higher cost than false negatives. When the 

classes are severely unbalanced, the accuracy score is a helpful indicator of 

prediction success. It indicates the ratio of true positive to the total of true 

positive and false positive in mathematics. The formula to calculate precision is 

shown as below.  

 

 

Figure 4.3.3.1 Formula of precision [11] 

 

  

 

Table 4.3.3.2 is the summary and comparison of the precision value that 

obtained from the calculation using Python programming language. Based on 

the results, the precision model that produced. Based on the table below, the 

highest precision results that produced is from Support Vector Machine (SVM) 

model with 93% precision. Decision Tree model produced the second highest 

precision with 92% while Naïve Bayes produced the lowest precision value 

among these three models which is 84%.  

 

 

 

Table 4.3.2 Precision value obtained from each model 

Precision (%) 

Model Precision obtained 

Naïve Bayes 84% 

Support Vector Machine (SVM) 93% 

Decision Tree 92% 
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The model's ability to properly forecast positives out of real positives is 

measured by the model recall score. This differs from precision, which counts 

the proportion of accurate positive predictions among all positive predictions 

given by models. The recall score would be the percentage of positive reviews 

that your machine learning model properly identified as positive, for instance, if 

you were trying to identify positive reviews. In other words, it assesses how 

well our machine learning model is able to distinguish between all true positives 

and all false positives inside a dataset. The machine learning model is more 

adept at recognising both positive and negative samples the higher the recall 

score. 

 

Sensitivity or the true positive rate are other names for recall. A high 

recall score shows how well the model can locate examples of success. On the 

other hand, a low recall score shows that the model is poor in identifying 

success stories. To provide a comprehensive view of the model's performance, 

recall is sometimes combined with additional performance measures like 

precision and accuracy. It symbolises the ratio of true positives to the total of 

true positives and false negatives in mathematics. The formula to calculate recall 

is shown as below.  

 

 

 

Figure 4.3.3.2 Formula of recall [11] 
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Table 4.3.3.3 is the summary and comparison of the recall value that 

obtained from the calculation using Python programming language. Based on 

the results, the precision model that produced. Based on the table below, the 

highest recall results that produced is from Support Vector Machine (SVM) 

model with 93% precision. Decision Tree model produced the second highest 

recall value with 92% while Naïve Bayes produced the lowest recall value 

among these three models which is 84%.  

 

 

Table 4.3.3 Recall value obtained from each model 

Recall (%) 

Model Recall obtained 

Naïve Bayes 84% 

Support Vector Machine (SVM) 93% 

Decision Tree 92% 

 

 

 

 

The model score as a function of recall and accuracy is represented by 

the model F1 score. A substitute for accuracy measures (it doesn't require us to 

know the entire number of observations), the F-score is a machine learning 

model performance statistic that equally weights precision and recall when 

assessing how accurate the model is. It is frequently used as a single value that 

offers summaries of the model's output quality. This is a helpful model 

measurement in situations where attempting to maximise either accuracy or 

recall score results in decreased model performance. The formula to calculate 

F1-Score is shown as below. 
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Figure 4.3.3.3 Formula of F1-Score [11] 

 

 

 

 

Table 4.3.3.4 is the summary and comparison of the F1-Score that 

obtained from the calculation using Python programming language. Based on 

the results, the precision model that produced. Based on the table below, the 

highest F1-Score results that produced is from Support Vector Machine (SVM) 

model with 93% precision. Decision Tree model produced the second highest 

F1-Score with 92% while Naïve Bayes produced the lowest F1-Score among 

these three models which is 82%.  

 

 

 

Table 4.3.4 F1-Score obtained from each model 

F1-Score (%) 

Model F1-Score obtained 

Naïve Bayes 82% 

Support Vector Machine (SVM) 93% 

Decision Tree 92% 
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4.3 CONCLUSION 

 

From all the tables that shown in 4.2, Support Vector Machine (SVM) algorithm 

produce the highest value for accuracy, F1-Score, precision and recall which is 

93%. Decision Tree algorithm, also produce a consistent value for each test which 

is 92% while the last Naïve Bayes produce 84% value at the recall and precision 

testing and produce 82% at F1-Score.  

 

From this observation, this thesis can conclude that, Support Vector Machine 

(SVM) is the best algorithm that can be used to detect the cyberbullying text.  
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CHAPTER 5  

5.1  INTRODUCTION 

 

This chapter will summarize all the content of this research paper 

together with the objective revisited, limitation and future works.   

 

This research is about the detection of cyberbullying using Machine 

Learning approach. Several algorithms from Machine Learning were proposed 

to develop the model and finding the accuracy between the algorithms; Support 

Vector Machine (SVM), Naïve Bayes and Decision Tree. There are test were 

performed to find the best accuracy for these three algorithms. From this 

approach, SVM approach will produce the best results for each test such as 

accuracy, precision, recall and F1-Score with 93% result. Thus, SVM is 

identified as the best algorithm for cyberbullying detection in this thesis.  

 

5.2 OBJECTIVE REVISITED 

 

 

As discussed in Chapter 1, there are three objective that this research 

needs to achieve. The first objective of this research is to study the existing 

technique for cyberbullying detection. This objective is achieved by reviewing 

the previous research work related to the cyberbullying detection. The details of 

this previous research paper have been discussed in Chapter 2.  

 

The next objective is to evaluate the cyberbully detection based on the 

accuracy from three classifiers which are Support Vector Machine (SVM), 

Naïve Bayes and Decision Tree. This objective is achieved by using the Python 

Programming Language to produce the accuracy for each algorithm. The details 

of this process can be seen in Chapter 4.  
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The last objective for this thesis is to compare the classifiers precision 

output for detecting cyberbullying text. This objective is achieved by comparing 

all the accuracy obtained from the algorithms. Not only that, the recall, 

precision, and F1-Score also obtained and compared in Chapter 4.  

 

In conclusion, this study has succeeded to achieve all the stated 

objectives. The implementation using Machine Learning approach for 

cyberbullying detection and finding the highest accuracy from three algorithm 

has been proven that Support Vector Machine (SVM) is the best algorithm that 

can be used for cyberbullying text detection.   

 

 

5.3 LIMITATION 

 

In Chapter 4, to get the accuracy for each algorithm, the Python Programming 

Language is used. While running the algorithm for each model, the time taken 

for each algorithm to be executed is difference. From experienced, SVM takes 

the longest time to build the model and produced the accuracy. Even though 

SVM produce the highest accuracy, but it takes much time to process since it 

uses high amount of RAM. Sometimes, while running the algorithm using the 

software, it will make the software lagging and crash. The disadvantage using 

SVM to find the accuracy is that, if the file is not autosaved and the software 

crashed, it will make all the codes lost.  
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5.4 FUTURE WORKS 

 

For future work, there are more development of algorithms under 

Machine Learning that can be used to detect the cyberbullying text. Since SVM 

tend to takes long time to produce the output other algorithms may proposed to 

replace the SVM algorithm to find the best accuracy. Thus, the process for 

building the model and produce the accuracy much more efficient.  

 

 In addition, there is system development of cyberbullying detection to 

analyse the sentence. From that, it will make the cyberbullying detection 

become more accurate since it does not have to undergo the manual coding one 

by one.  

 

5.5 CONCLUSION  

 

  From the results and discussion above, this thesis can conclude that, 

Support Vector Machine (SVM) algorithm produce the highest value for accuracy, F1-

Score, precision and recall which is 93%. Decision Tree algorithm, also produce a 

consistent value for each test which is 92% while the last Naïve Bayes produce 84% 

value at the recall and precision testing and produce 82% at F1-Score.Support Vector 

Machine (SVM) is the best algorithm that can be used to detect the cyberbullying text. 

Even though Support Vector Machine (SVM) produce the highest result for each test 

but it takes much time to process. Therefore, the development of new algorithms under 

Machine Learning that can produce the highest accuracy and takes shorter time to 

process is needed.  
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