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ABSTRAK 

 Kaedah pemasaran hari ini meletakkan keutamaan yang tinggi kepada memahami 

emosi pelanggan. Syarikat-syarikat akan mendapat wawasan tentang bagaimana 

pelanggan melihat barangan dan / atau perkhidmatan mereka, dan mereka akan mendapat 

idea tentang bagaimana untuk meningkatkan tawaran mereka. Kajian ini membuat usaha 

untuk memahami hubungan antara beberapa faktor dalam ulasan pelanggan di kedai 

dalam talian yang menjual pakaian wanita. Ia juga bertujuan untuk mengkategorikan 

setiap ulasan mengikut sama ada ia mengesyorkan produk yang dipertimbangkan dan 

sama ada beliau mengekspresikan sikap positif, negatif atau netral. Kami juga 

membangunkan rangkaian saraf berulang dua arah (RNN) dengan unit memori jangka 

pendek (LSTM) untuk klasifikasi perasaan. Hasil telah menunjukkan bahawa prediktor 

utama skor perasaan yang tinggi adalah cadangan, dan sebaliknya. Penilaian dalam ulasan 

produk, sebaliknya, adalah prediktor kabur skor perasaan. Selain itu, kami mendapati 

bahawa LSTM dua arah mencapai skor F1 0.93 untuk penilaian perasaan. 
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ABSTRACT 

 Today's marketing methods place a high priority on comprehending client 

emotions. Companies will gain insight into how customers view their goods and/or 

services, and they will get ideas on how to enhance their offerings. Traditional methods 

of sales and business are not as effective as the e-commerce approach. It is such a hassle 

for customers to walk into the retail store and purchase their product needs. It is a waste 

of time and energy for today which world is full of technology. This study makes an effort 

to comprehend the relationship between several factors in customer reviews on an online 

store selling women's clothes. It also aims to categorize each review according to whether 

it recommends the product under consideration and whether it expresses a positive, 

negative, or neutral attitude. Thus, this study proposed a bidirectional recurrent neural 

network (RNN) with a long-short-term memory unit (LSTM) for sentiment classification. 

Results have indicated that a major predictor of a high sentiment score is a 

recommendation, and vice versa. Ratings in product reviews, on the other hand, are hazy 

predictors of sentiment scores. Additionally, we discovered that the bidirectional LSTM 

achieved an F1-score of 0.93 for sentiment classification. 
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CHAPTER 1 

 

 

INTRODUCTION 

1.1 Research Background 

 Nowadays, e-commerce is no longer a rare word for people. Starting a business 

will be much more convenient if someone already knows to deploy an e-commerce 

website. Some urban people might think that shopping at the supermarket and shopping 

mall is a hassle thing to be done because there is a lot of necessary business that needs 

prior attention. As the statistic predicts, there will be around 2.14 billion online shoppers 

around the world that shows over a quarter of the global population are using the internet 

to access at least one e-commerce site and decided to make at least a purchase through 

that site.  (Online Shopping Statistics, Facts & Trends in 2022, n.d.) 

 Despite the advantages brought by e-commerce such as cost reduction by the 

sellers and customers, it also comes with consequences. “Customer is the king” and 

“Customer always right” are popular words for anyone in any kind of business. Failing 

to follow the customer demands and needs will surely affect the profits of the business. 

Similar to the e-commerce site, the feedbacks and reviews from the customers are 

essential to improve the business itself, the website improvement, or even the security of 

the e-commerce. Customers will start to feel irritated with the e-commerce sites when 

their reviews and feedback do not count by the sellers.  

 Because of that, retailers and sellers need to be aware of the feedback or reviews 

are given by their customers. Good development of technology can help the seller to keep 

improving their e-commerce site and products. From the research in 2022, Customer 

Relationship Management (CRM) Impact Report shows an average customer churn rate 

of 32% globally. The same report also stated that 83% of marketing managers think these 

rates are because of the inability to produce solid communication with customers and 
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irrelevant messaging. (9 Major Advantages of Ecommerce to Businesses in 2022 | Seller 

Blog, n.d.) 

 Therefore, this study proposed the sentiment analysis prediction using 

Bidirectional Recurrent Neural Network (BRNN). The prediction model will be very 

helpful for retailers to analyze and identify customers’ demands for further update 

improvement regarding the products as well as the system. The proposed model will help 

companies communicate well with customers and produce more relevant messages. By 

analyzing their emotions, retailers can get a better idea of their experience and provide 

the best service that produces the outcomes of decreasing customer churn. (Top 5 Benefits 

of Sentiment Analysis for Businesses, n.d.) 

 

1.2 Problem Statement 

 In this modern era, huge companies are willing to make some investments to 

ensure their companies have consistent profits. Applied technology and computer science 

such as e-commerce sites, robot assistants, and augmented and virtual reality bring an 

enormous contribution to the business. People nowadays prefer online shopping 

compared to physical shopping as it reduces cost, saves time, and is convenient. Because 

of that, it becomes the responsibility of the companies to ensure their customers will 

always choose their e-commerce site to keep growing and gain profits. Reputation and 

reviews from the customers also will become a factor to attract new buyers and customers 

to the site. 

 In research conducted by Dixa in the year 2022, 93% of customers will read the 

online reviews before purchasing with 47% spreading the word of positive reviews while 

95% from the rooftop are complaining about their negative experience. Besides, 

according to their data, 97% of buyers said customer reviews affect their decision to 

purchase any products, while 92% of consumers hesitate to purchase if there are no 

customer reviews displayed for the selected product. As the research stated, huge 

companies must concern more about reviews and comments from their customers.  

 Despite that, only the star rating display for certain e-commerce is insufficient. It 

is because the data collected from the rating itself is inaccurate and misleading. This could 
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happen when the customers want to give a 2-star rating only because of their reasons but, 

accidentally click the 5-star rating and then are unable to undo it. Other than that, judging 

by the rating only will cause misleading as sometimes the rating and review are not 

synchronized. For example, the customer gives a 2-star rating but all statements from the 

comments are positive, for example, it stated that the quality product is good, all the 

service from the shop is perfect and delivery is fast. That’s why the contribution of 

technology and computer science which is machine learning is helpful. 

 Besides, some people might have a problem when giving a rating, 

recommendation, or review. For example, they wrote a bad review about a product they 

purchased, but they recommend new or other customers to purchase the products. 

Different scenarios also happened like people not recommending others to purchase the 

selected products but they give the highest rating and excellent quality review for the 

products. These problems will give mixed feelings for the new user to purchase or ignore 

and find another product.  
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1.3 Objective 

The objectives of this research are: 

i. To review the current issue regarding the customer review to the sentiment 

analysis. 

ii. To design and develop a model of sentiment analysis using BRNN for 

Women’s E-commerce sites. 

iii. To evaluate the output of sentiment analysis from the customer reviews 

on the Women’s E-commerce site.  

1.4 Scope 

The scope of this research: 

i) The proposed model will be tested on the Women E-commerce site. 

ii) The model can detect customer comments and reviews from Women’s E-

commerce only. 

iii) English is the only language used when performing sentiment analysis. 

iv) The model detects specific sentiment words and classifies to negative or 

positive output.  
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1.5 Thesis Organization 

 The thesis consists of 3 chapters for part 1. Chapter 1 has the starting and 

introduction for the research. The title proposed a technique and model that is suitable 

before starting to plan and execute the result. Then, followed by a problem statement for 

the research to solve the problem that occurred. The scope of this field of research also 

will be stated and explained in detail. Lastly, the thesis organization is the planning for 

the necessary context that needs to be included. 

 For chapter 2 needs to include a literature review from the related research or 

works done by other researchers with a detailed explanation. Then, need to follow the 

analysis and comparison of the related and past works. All the techniques, methods, 

models, advantages, and disadvantages need to be written. Last but not least chapter 2 is 

a summary of the related works and connects it with the proposed work. 

 Chapter 3 is about the proposed work. Firstly, the brief introduction to the 

contents of the chapter. Then, the methodology for the research such as processes, 

resources, and tools needs to be stated. Next, the project requirements include expected 

input, process, output, and limitations. Inside the research or the input for the research 

need to be ready with the datasets to be tested. After completing the details of the dataset, 

proof of the initial concept of the work needs to be done to provide evidence that the 

research will be functional. The next step is the validation and testing for the partially 

tested data and making the early comparison. Last but not least the potential use of the 

proposed solution and the Gantt chart for the progress of the research done.  

 Then, chapter 4 is about the result and discussion from the research. The 

discussions are about the partition for training dataset, validation and testing dataset. 

Then, the hyper parameters used for this BRNN-LSTM process such as cell size, droput 

rate and epochs. For the most important part is the result from the sentiment analysis and 

classification between three types of sentiment. All the results such as precision, 

accuracy, recall and f1 score are recorded.   
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CHAPTER 2 

 

 

LITERATURE REVIEW 

2.1 Introduction 

 This chapter briefly stated previous research papers and models that used machine 

learning to identify sentiment analysis. Many techniques and algorithms are explored 

during the research ongoing so it will be helpful to give ideas for this research. There are 

many techniques implemented to execute the result from the chosen datasets. Basically, 

most of the research observing the reliability from the techniques to produce the good 

results from the selected datasets. 

2.2 Related Works 

2.2.1 Sentiment Analysis of Twitter Data Using Machine Learning Approaches 

Naïve Bayes 

 Research for this related work is about identifying the Twitter data for Sentiment 

Analysis using Machine Learning approaches (Elbagir & Yang, 2018). For the 

introduction, the research briefly stated sentiment analysis and machine learning. 

Sentiment analysis is a process in which the dataset consists of emotions, attitudes, or 

assessments that consider how a human thinks. For machine learning, there are two types 

of machine learning usually implemented for sentiment analysis which are supervised 

and unsupervised learning. For this research, supervised learning was implemented 

during the experiment. 

 For the preprocessing data, the datasets from Twitter were labeled using the 

unigram feature extraction technique. The framework used allows them to apply the raw 

sentences which look more appropriate to understand. It also deals with removing 

punctuation and repeated words to produce data that is more efficient. The dataset utilized 
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in this work, Twitter, is already labeled. A labeled dataset has a negative and positive 

polarity, making data analysis simple. For the feature extraction, using the unigram model 

extracts the adjective to make it show the data to positive and negative from a sentence. 

 For the decision of the techniques, they are using three supervised learning 

methods followed by semantic analysis. The techniques are Naïve Bayes, Support Vector 

Machine (SVM) and maximum entropy. The coding language they used is Python along 

with Natural Language Kit to train and classify all the techniques proposed. The data set 

size used is 19340 out of which 18340 remaining for 1000 data were used for testing. The 

data are computed in a formula and shown in a table with precision and accuracy. Table 

1 to table 3 below shows the classification measurement from Naïve Bayes, maximum 

entropy and SVM techniques. Then, table 4 shows the comparison between all machine 

learning approaches accuracy comparison.  

Table 2.1: Naive Bayes Classification Measurements 

Performance Measures (%)   

Positive Recall  91.2  

Negative Recall  85.4  

Positive Precision  49.3  

Negative Precision  39.3  

 

Table 2.2: Maximum Entropy Classification Measurements 

Performance Measures (%)   

Positive Recall  86.1  

Negative Recall  80.0  

Positive Precision  40.4  

Negative Precision  33.6  

 

Table 2.3: Support Vector Machine Classification Measurements 

Performance Measures (%)   

Positive Recall  88.3  

Negative Recall  83.5  

Positive Precision  43.8  

Negative Precision  35.7  
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Table 2.4: Accuracy comparison 

 

Methods   Accuracy  

Naive Bayes  88.2  

Maximum Entropy  83.8  

Support Vector machine  85.5  

Semantic Analysis (WordNet)  89.9  

 

 From the experiment, the research concludes that from the machine learning 

approach, Naïve Bayes is the best technique to perform sentiment analysis based on text 

classifications. But the further accuracy obtained by the semantic analysis by using 

WordNet which is 89.9% leads to Naïve Bayes which is 88.2%.  

 

2.2.2 Sentiment Analysis on Product Reviews Using Machine Learning 

Techniques Support Vector Machine (SVM) and Naïve Bayes 

 This research is about product reviews to identify sentiment analysis using 

machine learning techniques (Azhaguramyaa et al., 2022). The introduction of this 

research stated about sentiment analysis which is text analysis, natural language 

processing, and computational linguistics are all used to objectively detect, extract, and 

analyze subjective information from textual data. Then, the general meaning of the 

sentiment analysis itself is to determine a speaker's, writer's, or other subject's arrogance 

concerning a certain issue or contextual polarity to a given event, conversation, forum, 

interaction, or any documentation. 

 For the data sources, it stated that it requires numerous data on social media such 

as Blogs, and datasets such as movie, product and hotel reviews. Next, the review sites 

such as e-commerce websites such as Amazon, IMDB and CNET. Lastly, is by micro-

blogging is known as a popular service for sending messages shortly such as Twitter, 

Tumblr, etc. The research also stated the related work that can be compared to their 

proposed work. From the previous research, they compared numerous methodologies for 

Sentiment Analysis and explored Machine Learning algorithms such as Support Vector 

Machine (SVM), Naïve Bayes (NB), and ME They also spoke about N-grams for 
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Sentiment Analysis. They also concluded from the previous experiment which SVM 

technique achieved 78% accuracy. A hybrid approach was also used when performing 

the experiments by combining a Lexicon-based approach and Machine Learning.  

 The datasets for this research are collected from Amazon and in JSON format. 

Each JSON file provides a count of the number of reviews. The dataset includes 

assessments of cameras, laptops, mobile phones, tablets, televisions, and video 

surveillance systems. For the preprocessing, the tokenization, stop word removal, 

stemming, punctuation mark removal, and so on have all been completed. It has been 

transformed into a bag of words. Then, the data for every sentence need to be analyzed 

and calculate the sentiment score. 

 The experiment result is presented in Figure 1 below in form of a Bar Chart. This 

shows the camera has the highest number of reviews which is 3000 and the lowest is 

televisions, below 2000 reviews.  

 

Figure 2.1: Dataset number of reviews 

The Machine Learning techniques that are implemented to identify the sentiment analysis 

are Naïve Bayes and Support Vector Machine (SVM). The accuracy, precision and F-

score are drawn by the Bar Chart in Figure 2.1. For a clearer data view, Table 5 shows 

all the details numbers for the technique used.  
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Figure 2.2:  Experimental results for all the products 

Table 2.5 Evaluation parameters for classifier of datasets 

Dataset Classifiers     

Naïve Bayes  SVM   

Accuracy Precision F 
score 

Accuracy Precision F 
score 

Camera 98.17 98.30 99.03 93.54 93.58 96.66 

Laptops 90.22 90.01 94.74 88.16 88.52 93.71 

Mobile phones 92.85 91.64 95.64 92.85 91.64 95.64 

Tablets 97.17 98.73 98.31 84.12 84.31 91.37 

TVs 90.16 90.17 94.72 88.49 85.56 93.89 

Video 
surveillance 

91.13 89.95 94.71 79.43 84.25 88.53 

 

 From the experiment for the sentiment analysis, the NB and SVM techniques have 

been used for better results. And they conclude that the Naïve Bayes classifier gains 

98.17% accuracy for the Camera reviews while the Support Vector Machine which is 

SVM gains 93.14% accuracy for the same product which is the Camera. As the 

conclusion for better accuracy, Naïve Bayes need to be implemented to identify the 

sentiment analysis from all of the reviews, in term of accuracy, Naïve Bayes is leading 

by the percentage.  
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2.2.3 Sentiment Analysis of Movie Review Using Machine Learning Technique 

Random Forest Classifier 

 This research is about Sentiment Analysis using machine learning approaches. 

The dataset is a movie review based on the Lexicon model (Mitra, 2020). In the 

introduction of this research, they stated that at the Document level, the complete 

document is offered as a fundamental information unit to provide a scope of classification 

addicted to positive or negative class. Each sentence is classified initially into the 

subjective or the objective in Sentence level categorization, it is then classified as 

positive, negative, or neutral. The lexicon-based which is the second approach in the 

industry today contains a dictionary of positive and negative words that can be used to 

determine the sentiment polarity from the source of the dataset. 

 There are two methods mentioned in this research. Firstly, the training method. 

The training method is based on the 80:20 principle, the model trains itself to adapt to a 

given input to the associated output. 80% is applied here for the data to be fed into the 

application to train it. The input represents the text while the output represents the tags. 

For the prediction phase, the feature extractor's job is to convert unseen text inputs into 

feature vectors. Here, 20% from the principle 80:20 is applied. For the preparation before 

starting the experiments, they utilized 80% training data as input and then predicted using 

that obtained expertise in the previous stage, which is typically 20% training data as input. 

 The results and discussion are displayed in Table 6. They decided to separate 

between two approaches, which the first approach includes the Naïve Bayes algorithm, 

SKlearnBernouliieNB, and Sklearn SVC. While the second approach is, Decision Tree 

technique, Random Forest, and KNN.  

Table 2.6: Accuracy for all the techniques 

 Approach 1 Approach 2 

Algorithm 
Naïve 

Bayes 

SKlearnBernouliieNB Sklearn 

SVC 

Decision 

Tree 

Random 

Forest 

KNN 

Accuracy 

(%) 
70.44 70.15 75.37 52 80 71 
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 The results of the sentiment analysis are formed by the bar chart in Figure 2.3 

below. The bar chart shows that the Neutral outcomes from the experiment have the 

highest number which is 12000 reviews while the lowest data shows the Negative reviews 

with below than 2000 reviews in total. 

 

Figure 2.3: Bar Chart sentiment expressed in Reviews 

 Lastly, the highest accuracy from all of the techniques is proven from the 

calculation as shown in Figure 2.4 below. It also displays the precision, F1-score and 

support for the technique Random Forest. 

 

Figure 2.4: RFC technique calculation for accuracy 
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2.3 Analysis of Related Works 

 From all three related works, objectives, techniques, frameworks, and tools are 

exposed. Thus, the analysis from the previous research needs to be done to be 

implemented in future works and brainstorming the improvement skills for the existing 

related works.  

2.3.1 Comparison from Related Works 

Table 2.7: Comparison between Related Works 

Technique Naïve Bayes SVM and 

Naïve Bayes 

Random Forest 

Classsifier 

Bidirectional 

Recurrent 

Neural 

Network 

BRNN 

Analysis To do the 

sentiment 

analysis using 

techniques inside 

supervised 

learning and 

semantic 

analysis. 

To study the 

text analysis, 

natural 

language 

processing and 

identify 

subjective 

information 

from textual 

data.  

To produce the 

sentiment 

analysis using 

the training 

method and then 

the prediction 

method. 

To analyze 

customer 

reviews on 

Women E-

commerce by 

employing 

statistical 

analysis and 

sentiment 

classification 

Data  Twitter datasets Amazon 

product review 

datasets consist 

of camera, 

laptop, mobile 

phones and TV. 

Movie review 

 

Women E-

commerce 

clothing site 

Tools/ 

programming 

language 

1. Python 

language 

2. Natural 

Language Tool 

kit 

3. WordNet 

1. JSON file 

 

Not stated Python language 

Advantage - All the 

formulas are 

stated clearly 

before starting 

the calculation 

- Clear 

comparison 

between used 

techniques 

related to 

- Prepare the 

proposed 

methodology 

before starting 

the 

experiments.  

- Exploring 

machine learning 

techniques along 

with Lexicon 

based. 

- Duplicates the 

RNN processing 

chain that input 

processed 

forward and 

backward, 

allows BRNN to 

look for the 

future context as 

well.  
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sentiment 

analysis.  

 

Disadvantage - Complex and 

complicated 

training and 

classification.  

 - Not stated the 

specific 

formula to 

calculate the 

accuracy.  

- Positive and 

Negative 

outcomes do 

not show in the 

result.  

- Work consider 

completed after 

using Logical 

Regression and 

Random Forest 

- Not state the 

details to 

calculate the 

accuracy of the 

techniques. 

- The entire 

sequence must 

be available 

before making 

the predictions  

Highest 

accuracy 

For machine 

learning, Naïve 

Bayes 88.2% 

Naïve Bayes, 

98% for 

Camera 

reviews 

Random forest, 

80% 

Expected on 

recommendation 

classification, 

85% and 

sentiment 

classification, 

90% 

 

2.3.2 Comparison for advantages 

 All methods and algorithms proposed must have benefits for the users and the 

experiment to be done or the content made by the researchers. In the first related work 

which is using the technique Naïve Bayes for the Twitter datasets, it is available all the 

formulas are stated clearly before starting the calculation. Then, it also has a clear 

comparison between the used techniques related to sentiment analysis. Move the second 

technique benefits using two techniques SVM and Naïve Bayes to do machine learning 

for Amazon product review datasets. Based on the observation, the thesis benefits are 

only available with one benefit which is preparing the proposed methodology before 

starting the experiments. Other than that, the third related work is using the technique of 

Random Forest Classifier (RFC) to study the data from a movie review. The available 

advantage of this technique is exploring machine learning techniques along with Lexicon 

based. Lastly, for the proposed technique which is BRNN using LSTM benefit is it can 

duplicate the Recurrent Neural Network (RNN) processing chain in that input is 

processed forward and backward, allowing BRNN to look for the future context as well. 
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2.3.3 Comparison for disadvantages 

 All methods and techniques that come with benefits also have side effects or 

consequences to the experiments or the documents done by the researchers. The first 

related work which is Twitter datasets using the Naïve Bayes technique has the side effect 

from their process itself which is complex and complicated training and classification. 

Next, for the Amazon products review using two techniques, SVM and Naïve Bayes in 

terms of the process of technique positive and negative outcomes do not show in the 

result. For the document, bad observation is not stated in the specific formula to calculate 

the accuracy. Then, for the movie review by RFC consequences are the work from the 

process of technique work consider completed after using Logical Regression and 

Random Forest only. Then, the aspect of the thesis it not stated the details to calculate the 

accuracy of the techniques. Lastly, the disadvantage of the proposed technique BRNN 

with LSTM is the entire sequence must be available before making the predictions in 

terms of the process from this technique.   

2.4 Summary 

 In conclusion, related works techniques, tools and pre-processing for the machine 

learning process indirectly blast out the ideas for the future project or research. Machine 

learning implementation techniques such as Naïve Bayes, KNN, SVM and Maximum 

Entropy accuracy measurements will be reconsidered before using the technique for the 

sentiment analysis. Formula, model, and graph while experimenting will make the work 

more interactive and professional.  

 Improvement elements will be considered before deciding on the newly proposed 

solution for the research work. The elements such as the accuracy and the quality of the 

experimental results, the time taken for the dataset pre-processing and the selection of the 

cleaned datasets need to be considered. The elements stated will effecting the process 

during the execution of the results and validation process. 
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CHAPTER 3 

 

 

METHODOLOGY 

3.1 Introduction 

 This chapter will focus on the methodology in detail and the processes that will 

be explained thoroughly for the research. The proposed model, framework, design, and 

data selection will be included. Phases terminologies such as Gantt Chart and other 

appendixes will be used for this research. 

3.1.1 Recurrent Neural Network (RNN) 

 The definition of Recurrent Neural Network is a type of Neural Network machine 

learning technique where the output is transformed to the input as before the current state. 

For the traditional neural network, input and output are independent of each other but, in 

cases to predict the next word of the sentence, the previous word is necessary to be 

remembered (Introduction to Recurrent Neural Network - GeeksforGeeks, n.d.). RNN 

has the memory to remember all information about the data that has been calculated.  

 It employs the same settings for each input since it performs the same work on all 

inputs or hidden layers to generate the result. Unlike other neural networks, this 

minimizes parameter complexity. The working process for the RNN can be used from 

this example, there is a deeper network that pairs with one input layer, one output layer 

and three hidden layers. Each one of the hidden layers has its own set of weights and 

biases. Then, each of these layers is independent of the others. Then, RNN will do the 

job firstly to convert the independent activation to the dependent one by giving similar 

biases and weights for all layers but reducing the complexity by increasing their 

parameters and remembering their previous output by giving the input to the next hidden 
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layer. Then, all three layers can be joined together because their bias and weight are the 

same in a single recurrent layer. 

3.1.2 Bidirectional Recurrent Neural Network 

 Bidirectional Recurrent Neural Network is an extended version of RNN that is 

used in a combination of two RNNs. One RNN technique moves forward while the other 

one is moving backward. BRNN differs from RNN because it has an additional layer to 

cope with the backward training process. The given time is represented by t as the formula 

below: 

3.1.3 Research Framework 

 The research framework from this research-based consist of four main phases 

which started with a literature study from previous and related works, planning or design, 

implementation, and testing. The research framework will act as a foundation for good 

research as a good building needs a strong foundation. (Conceptual and Theoretical 

Frameworks for Thesssis Studies: What You Must Know, n.d.)  

 The first step for the research framework is the literature review. This literature 

review's purpose is for gaining as many ideas as possible from previous research and 

works related to sentiment analysis with machine learning. The second phase is the 

planning and design phase, which is deciding the correct model, planning the input, and 

process, and predicting the output before the implementation process. Then, during the 

implementation process, the datasets will be run and evaluated. All the expected output 

with the exact output will be recorded. Lastly is the testing and validation process to 

extract all the constraints and limitations from this research for enhancement for future 

research.  
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3.1.4 Project tools  

Table 3.1: Project tools for research 

Software/Website Functionality 

Keras with Google TensorFlow Train the data to follow the bidirectional 

recurrent neural network with long-short 

term memory (LSTM) 

Jupyter Notebok Compile and run all the codes related from 

this research project 

NumPy and pandas Handle libraries in python for preprocessing 

data  

matplotlib Data visualization, graphs, and results 

Microsoft Excel Read and used to view the dataset 

 

3.2 Research Requirement 

3.2.1 Dataset Pre-processing 

i. Text Cleaning  

 The definition for text cleaning is the process of preparing raw text for Natural 

Language Processing so that machines can easily understand human language (Text 

Cleaning for NLP: A Tutorial, n.d.). The review texts from the dataset were cleaned by 

removing the delimiters in words such as /n and /r. 

ii. Sentiment Analysis 

 The goal of the research is to do a sentiment analysis. But is a really difficult 

process to manually tag the review texts. The effective solution is by using the sentiment 

analyzer tools in the python library which is ‘NLTK’. It will automate the process for the 

sentiment analysis which will consider the rating that is equal and more than 3 as positive 

feedback for the review. Otherwise, it is considered negative feedback.  

iii. Word Embeddings 

 The definition for word embedding is a language modeling technique that has the 

purpose to map words to vectors from real numbers. The word embedding process will 
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be run in the ‘NLTK’ python library during the sentiment analysis process. The word 

embedding process will be using the GloVe file.  

3.2.2 Input 

i. Recommendation classification 

 The recommended classification consists of 1 which means recommendable and 

0 which is not recommendable to buy in the dataset that represents the customer 

recommendation to another new customer to buy that product or not. 

ii. Review text sentiment classification 

 Review text is the review from the customers that already purchased the products 

and give any feedback regarding the quality, design, features and materials of the 

products.  

3.2.3 Expected output 

 The expected output for this research is the test accuracy and precision between 

two types of inputs which is recommendation and review text. 

Table 3.2: Statistical Analysis for Recommendation classification using Bidirectional LSTM 

Class Accuracy Precision 

(0) Not recommended ≈ 0.70 ≈ 0.70 

(1) Recommended  ≈ 0.90 ≈ 0.90 

Average ≈ 0.85 ≈ 0.85 

 

 Data from the column Recommendation IND which is Not recommended has a 

value of 0 and Recommended value of 1. The expected accuracy and precision predicted 

amount is as in the table above.     

Table 3.3: Statistical analysis for Review text sentiment classification using Bidirectional 

LSTM 

Class Accuracy Precision 

(0) Negative ≈ 0.75 ≈ 0.70 

(1) Neutral  ≈ 0.40 ≈ 0.50 

(2) Positive ≈ 0.90 ≈ 0.80 

Average ≈ 0.90 ≈ 0.90 
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 Data from the Review Text column will be classified into three classes which is 

Negative, Neutral and Positive. Expected output from the data sentiment as the table 

above. 

3.2.4 Constraints and Limitations 

1. Technology constraints 

 Training, validation and testing dataset processes were run from the average 

specification of hardware such as 8 GB RAM and using only Intel IRIS for GPU. Running 

code processing may take a very long time to be completed. Then, it also may cause the 

performance from the code devices. 

2. Knowledge constraints  

 BRNN and LSTM are rarely used for algorithms for machine learning. It is 

difficult to find previous research that used these types of algorithms for reference 

purposes. Raw information and data need to be found from the Internet and the 

information is not specific. It also includes the knowledge and experience encountering 

library and Jupyter Notebook as the tool to run the Python code.   
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3.3 Propose Design 

3.3.1 Model 

 

Figure 3.1: Bidirectional RNN map 

 Figure 3.1 shows the Bidirectional Recurrent Neural Network mapping that will 

be used to execute and run the Women's E-commerce dataset. The map input sequences 

x to target the sequences y, with loss of L(t), for each time, t. RNN s propagates forward 

in time to the right while RNN cells s’, propagate backward in time which is to the left. 

Before applying the activation function to get y, for each time t, the output unit represents 

by o(t). It can benefit from a relevant summary of the past which indicates s(t) input and 

from a relevant summary of the future which is s’(t) input. 

 However, the proposed solution recurrent neural network has its consequences 

which are their vanilla RNN can suffer from vanishing gradients even though the most 

appropriate algorithm to do the sentiment classification task is using RNN. Hence, the 

revamped technique needs to use which is adding the long-short-term memory (LSTM) 

units designed to solve the problem stated. Bidirectional with LSTM can be seen in Figure 

4 that the model has the capability to learn from the past and future of the text sequence.  

 Below is the model or the formula used as the LSTM gate equation that is 

implemented inside Google TensorFlow. 
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 f represents the forget gate that will forget targeted non-essential information for 

the model. Input gate which is i will accept new data input at the given time step 𝑠𝑡. C˜ 

bring the meaning candidate cell state value of each LSTM cell. C is the value that needs to be 

passed to the next RNN LSTM cell. o same as the above table which brings the meaning of the 

output gate will have the task to decide what the cell state will output. Lastly, h is the cell state 

output from the decided output and a cell state value.  

 This machine learning model will be applied to two text classification problem on the 

datasets which is recommendation classification and sentiment classification. Recommendation 

classification's purpose is to determine whether the review text has a relationship with the text 

recommendations from the reviewed product while sentiment classification is to determine the 

perception of customers toward the purchased products. 

ft = σ(Wf ・ [ht−1, xt ] + bf )  (1) 

it = σ(Wi ・ [ht−1, xt ] + bi ) (2) 

C˜t = tanh(WC ・ [ht−1, xt ] + bC) (3) 

Ct = ft ∗ Ct−1 + it ∗ C˜t (4) 

ot = σ(Wo ・ [ht−1, xt ] + bo ) (5) 

ht = ot ∗ tanh(Ct ) (6) 
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3.3.2 Flowchart 

 

Figure 3.2:  Flowchart for BRNN technique sentiment analysis 

 From the figure 3.2 flowchart above is explained briefly about all the crucial steps 

to perform the execution. Starting from giving the input and classifying from 2 different 

columns inside the dataset then, the preprocessing steps that need to follow to get more 

accurate data from datasets. Lastly, for the expected output the analysis from the inputs.  

 

3.4 Datasets 

 The dataset used for this Sentiment Analysis research is women's Clothing E-

commerce reviews which were downloaded from the website Kaggle.com. The dataset 

contains the reviews written by their real customers and the references for the company 

replaced with the word “retailer”. Figure 7 below shows the first 20 rows from the total 

of 23,485 rows. The table below shows the Frequency Distribution from the unique count 

of the dataset features.  
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Figure 3.3: First 20 rows of the Women E-commerce datasets 

 From the figure 3.3, the first labeled column is Clothing ID which represents the 

unique code for the specific name of the products. Then, the Age column is from the 

buyer/customer age from the e-commerce store. Followed by a Title for the next column 

and Review Text for the customer to show their expression from the products they have 

chosen. Next is the Rating column where customers can give a rating from 1 to 5. 

Recommended by IND with Positive Feedback Count for the other columns. For the 

last three columns are Division Name, Department Name and Class Name. 
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Table 3.4: Frequency Distribution Dataset Features 

Feature Unique Count 

Clothing ID 1172 

Age 77 

Title 13984 

Review Text 

Age 

Title 

Review Text 

Rating 

Recommended IND 

Positive Feedback Count 

Division Name 

Department Name 

Class Name  

22621 

77 

13984 

22621 

5 

2 

82 

3 

6 

20  

 

 The data from the dataset that will be used for the sentiment analysis is from 

column Recommendation IND to observe whether it has a relationship with the Sentiment 

Analysis data that will be executed from the Review Text column.  
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3.5 Proof of initial concept 

 

Figure 3.4: Starting of the code 

 Figure 3.4 shows the coding to do the starting of the initial work. The code starting 

such as import all the library that will be using during the output for the experiments. Last 

of the code also have the command to display head of the datasets which is starting 5 data 

from the datasets.  

 

Figure 3.5:  Tail code 

 Figure 3.5 shows the tail code to display last 5 columns inside the dataset. For the 

below code is the shape code to display total of the column and row inside the dataset.  
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Figure 3.6:  Coding to display the exact Rating and Label  

 Figure 3.6 shows the coding to display the sample from the datasets that meet 

with any rating that equal or higher than 3 and have the label of 1.  

 

 

Figure 3.7: Coding to count the data from the title of column 

 Figure 3.7 shows the coding to display the analysis number to display the analysis 

from the columns inside the datasets. Foe the below code is to count and display the 

unique number from column Title, Division Name, Department Name and Class Name.  



28 

3.6 Testing and validation plan 

 For the testing and validation plan, the datasets will be going through the data 

preprocessing phase such as text cleaning and word embeddings. Then, the data will be 

split through the training, validation and testing dataset. The partition used is 60/20/20. 

60% represents training dataset partition. While 20% represents the validation and testing 

dataset process. The process for training, validation and testing datasets will be run in 

Jupyter Notebook using Python code in training phase from the dataset. Then, the next 

validation process is through the hyper parameter tuning. Hyper parameters used in 

BRNN-LSTM are batch size, cell size, dropout rate, epochs and learning rate.   
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3.7 Potential Use of Proposed Solution 

 From the expected output from this research which is the relationship between 

recommendation and the review text from customer, it can be very helpful in many ways. 

Firstly, for the retailer or owner of the business, they can easily predict the highest 

demand of the product and also the lowest from the analysis and expected output from 

this research work then take the significant action. Retailer or owner can request to the 

supplier to produce more product based on the highest demand product category or the 

similar type from that specific product. 

 Then, retailer can also improve for the positive-future sides from the received 

review comments from the customer. Even the raw data for the text review, retailer can 

simply read or do the analysis from what the majority of customers desire for the 

improvement for the business. Such as, the quality from the material of the products, the 

colour variation from the products and even the availability for certain products.  

 The application in sentiment analysis using machine learning for this matter will 

be the solution for retailer to discuss and plan for the future improvement for the sake of 

their business. From the recommendation relationship with the sentiment from text 

review, retailer or owner can classify which products that have many 0 point for 

recommendation and planning for the wise action to transform the product to be better.  
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CHAPTER 4 

 

 

RESULTS AND DISCUSSION  

4.1 Introduction 

In this chapter, the content will discuss the results and discussions throughout the 

research journey, including the proposed technique, algorithms and steps employed to 

achieve optimal output.  

4.2 Early development 

 From this early evaluation or development process, there are a few libraries need 

to be import to produce the good output. The libraries imported are ‘matplotlib’, ‘numpy’, 

‘pandas’, ‘seaborn’ and ‘wordcloud’. For this early evaluation process, all the codes are 

more to display simple things such as testing to display the first 5 rows from the dataset 

to ensure the data is correctly read from the dataset.  

 

Figure 4.1: Early import code 
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Figure 4.1 displays the initial codes for executing the sentiment analysis work. 

the first code imports the necessary libraries to begin coding. Following that, the 

subsequent code installs the ‘wordclouds’ library before importing it.  

 

Figure 4.2: Head and tail code 

Figure 4.2 shows the head and tail code to display the first and last 5 rows of data 

from the datasets. The code is important to ensure the dataset is usable. 

 

Figure 4.3: Drop column and sample code 

Figure 4.3 at the first box shows to create the Label column is ‘0’ for all the 

dataset, then adding the new rule if the Rating is equal or more than 3, the Label is 
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displayed as ‘1’. The second box is the code to execute the sample after running the early 

code.  

4.3 Analysis and Visualization 

 This subtopic is the documentation for analysis and visualization from all the 

columns stated in the dataset. The analysis was made to recognize the relationship 

between one column to another column. The purpose for this analysis is to view the 

relationship between the data to make the process for sentiment classification easier.   

 

Figure 4.4: Distribution for Division and Department Name 

 Figure 4.4 shows the code and output visualization to display the Division Name 

and Department Name inside the dataset. The code and output to show the count 

categories for both division and department name.  
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Figure 4.5: Frequency Distribution code and graph of Class Name 

 Figure 4.5 shows the code to display the visualization in form of bar graph for 

Class Name inside the dataset. The class name was utilized by the store to categorize each 

clothing item before commencing sales on the website.  
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Figure 4.6: Frequency Distribution of Rating, Recommended IND and Label 

 Figure 4.6 displays the bar graph that was generated from the coding at figure 4.7. 

The chart shows the frequency distribution for Rating, Recommended IND and the Label. 

Then, it shows the occurrence for each Rating, Recommended IND and Label numbers.  

 

Figure 4.7: Declaration and Definition for Visualization 
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Figure 4.8: Comparison Recommended IND by Department and Division Name 

 Figure 4.8 shows the comparison in percentage for Recommended IND with 

Department Name and Division Name. For Recommended IND by Department Name, it 

shows that ‘1’ has the big percentage compared to ‘0’. Similar to Division Name, the 

graph also shows that ‘1’ also has the big percentage while ‘0’ has the low percentage.  

 

Figure 4.9: Rating by Department and Division Name 
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 Figure 4.9 shows that Rating inside both Department and Division Name. This 

analysis purpose is to observe which one of the five rating has the highest amount for 

Division and Department Name.  

 

 Therefore, the analysis works done is to extract which of the features are required 

to do the sentiment work. The features from the dataset that need to be used are 

Recommended IND, Rating, Review Text and Department Name. All these features need 

to be included in the testing, validating and training phases.  

4.4 Text Cleaning 

 Text cleaning is one of the datasets pre-processing phase. Another pre-processing 

are sentiment analysis and word embeddings. The purpose for this step is essential for 

any machine learning evaluation that used textual data. Text cleaning process will remove 

irrelevant information from the Review Text in the dataset then transform it to the 

consistent representation data that will be more easily to execute later.  
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Figure 4.10: Importing nltk code and Text Cleaning 

 Figure 4.10 at the top shows the code to import ‘nltk’ and downloading library 

for ‘stopwords’. Then, the below code is to do the text cleaning for the dataset. The library 

included for this code is ‘stopwords’, ‘PorterStemmer’ and ‘RegexpTokenizer’. 

4.5 Sentiment Analysis 

 

Figure 4.11: Code Pre-processing for Sentiment Analysis 

 Figure 4.11 shows at the first box is the code for importing the ‘nltk’ and 

downloading ‘vader_lexicon’ library. Then, in line 29 the first box shows the code to do 

pre-processing for the Review Text column. The subsequent box applies the model for 

three sentiments: positive, negative and neutral. It also displays the polarity score from 

the Review Text column. The last box showing the code to converting the number 0 and 

1 to become as the statement and represent the sentiment.  
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Figure 4.12: Bar chart for Sentiment Distribution 

 Figure 4.12 shows the count for the three sentiment which are negative, neutral 

and positive sentiment. For the left graph, it shows that positive sentiment has the highest 

count while neutral has the lowest both for ‘0’ and ‘1’ Recommended IND. While the 

right graph shows for Recommended IND ‘1’ positive sentiment has the highest while 

the highest for ‘0’ Recommended IND is negative sentiment.  

 

Figure 4.13: Code for Relationship between Column to Sentiment 
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Figure 4.14: Visualization for all the Sentiment with Columns 

 Both figures 4.13 and 4.14 show the code and the graphs for the sentiment 

analysis. The first graph shows overall sentiment occurrence with the count for each 

sentiment. The second graph shows the overall rating occurrence. The third graph shows 

the percentage rating frequency by all three sentiments. The last graph shows the 

percentage sentiment frequency by the Rating.  
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Figure 4.15: Code for Review Sentiment by Department Name and Rating 
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Figure 4.16: All visualization from code above 

 Figure 4.15 and 4.16 show the code and graphs for the review for sentiment 

analysis. The 2 left bar graph shows the relationship between department name and 

sentiment classifications with Recommended IND percentage. Then, the 2 right graphs 

shows the relationship between sentiment classification with the Rating in percentage. 

For the first 2 left graph is about the Department name related with Recommended IND 

true or false. It shows that for both graph, ‘Tops’ is a product that have highest review 

for all of three sentiments. For the right graph it displays that Rating is related to 

Recommended IND true or false. If the Recommended IND is False, it shows that the 

highest rating is ‘3’ and the lowest is ‘5’ while if the Recommended IND is True, the 

highest rating is ‘5’ while the lowest is ‘1’.   
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4.6 Supervised learning 

 From this phase, datasets are going through the training, validation and testing 

phase. Then, the last dataset pre-processing also from this step which is word 

embeddings. There are many libraries imported in this steps such as ‘to_categorical’, 

‘pad_sequences’ and ‘Tokenizer’. This step is the last step before the sentiment 

classification and displaying the results and output. From this step, all the data already 

cleaned and ready to be inserted for sentiment classification.  

 

Figure 4.17: Preparation code for supervised learning 

 Figure 4.17 displays the preparation code for the initial phase of supervised 

learning. Following the code, the output is generated by the features of the code, which 

processes the review text contents within the dataset.  
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Figure 4.18: Removing the punctuation 

 Figure 4.18 shows the coding to remove the punctuation for the existing review 

text to make the words easier to analyze it. All the punctuations inside the text has been 

removed.  

 

Figure 4.19: Shape code, Labels code 

 Figure 4.19 shows the code for shape. Then, it shows the coding for label for the 

Label = 0 and Label =1.  
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Figure 4.20: Installation requirement 

 Figure 4.20 shows the installation requirement for the supervised learning works. 

Need to install Keras, daal and TensorFlow library to make the code after this can be 

work.  

 

 

Figure 4.21: Code for Import Keras library 

 Figure 4.21 shows the coding to import the categorical from keras utilities. Then, 

displays the array for the label.  
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Figure 4.22: Tokenizer code and print Vocabulary size 

 Figure 4.22 at the top of coding shows the process to import the pad sequences 

and ‘Tokenizer’ to ‘Tensorflow’ preprocessing text. Then, it shows the code to print the 

vocabulary size. Lastly, code for the features for text to be displayed and analyzed.  

 

Figure 4.23: Code to load the word vectors 

 Figure 4.23 shows the code to load the word vectors and the purpose to load the 

word vectors is to do the word embeddings and embedding matrix. Word embeddings 

usually used to initialize the layer for neural networks for Natural Language Processing 

(NLP) tasks such as text classification and sentiment analysis. While the embedding 

matrix function is to initialize the embedding layers for NLP model.  

 

Figure 4.24: Code to display words after embedding vectors 
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 Figure 4.24 shows the code to display the word vectors and the below code is to 

display the vocabulary size in percentage format. This code important to recognize and 

determine the length of the words covered from the datasets.  

 

Figure 4.25: Training code 

 Figure 4.25 illustrates the code for training the data from the datasets. The first 

two lines of code depict the steps to concatenate and shuffle the datasets. The first red 

square of code signifies the process of splitting the data into training and validation sets. 

The second square of code represents the code used to further split the validation set into 

testing sets.  

 

 

Figure 4.26: Display total from the past codes 

 Figure 4.26 shows the code to display all the numbers and total for dataset size, 

training dataset size, validation datasets size and testing dataset size. For the training 

dataset size is 60% from the total of dataset size. While validation and training dataset 

both represents 20% from dataset size. 
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4.7 Sentiment Classification 

 In the final step of the Result and Discussion chapter, the execution of the code 

resulted in the construction of the confusion matrices. This evaluation involved the 

utilization of several imported elements including ‘callbacks’, ‘Bidirectional’, ‘Dense’, 

‘Dropout’, ‘Embedding’, ‘LSTM’, ‘Sequential’ and ‘StratifiedKFold’ 

 

Figure 4.27:  Libraries imported to execute result 

 Figure 4.27 shows the essential libraries that need to be imported to execute the 

results. The most essential libraries are ‘LSTM’ amd ‘Bidirectional’ to train the model 

followed by the chosen algorithm.  

 

Figure 4.28: Labels detection code 

 Figure 4.28 shows the code to display the labels before sentiment classification 

steps. The first two lines of code show the steps to display all three sentiments in array 

format. Then, the next step is to declare all three sentiments to the integers format to make 

it easier to run.  
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Figure 4.29: Code to build the bar graph from sentiment classification 

 In Figure 4.29, the accompanying bar graph illustrates the sentiment classification 

numbers depicted in the provided code. The graph indicates that positive sentiment has 

the highest count, while neutral has the lowest count among the three categories.  

 

Figure 4.30: Code to assign training and validation size of the dataset 

 Figure 4.30 shows the code to display the table in categorical format. Then, the 

second line of code is to assign the size number for validation and the train size of the 

dataset. The train size is set to 60% and the validation size is set to 50%.  
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Figure 4.31:  Construction, compilation, training and evaluation code 

 Figure  4.31 shows 4 steps of code to train and validate the datasets. ‘model.add’ 

shows the construction code such as add the Bidirectional and LSTM layer. The, the code 

that starts with ‘model.compile’ shows the compilation process which is to to configure 

the learning process of the model. Next, the training code starts with ‘model.fit’ code then 

followed by the code after that. It shows the code function is used to train the model on 

the training dataset. Lastly, model evaluation code starts with ‘model.evaluate’ and 

followed by the next code after that to evaluate the model's performance on the test 

dataset. 

 

Figure 4.32:  Results for sentiment classification 
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 Figure 4.32 shows the result from sentiment classification. The results shows that 

the findings are biased classification towards the class with higher frequency distribution. 

Supported by confusion matrix in figure 4.33. The study from this report demonstrates 

that model had relatively weaker predictive performance for the negative and neutral 

sentiments. The results supporting the claims that BRNN-LSTM captures better context 

from the review texts that leads to good predictive performance. Thus, for the fair 

comparison, BRNN cannot satisfied that elements and the suggested model is uni-

directional RNN-LSTM.  

 

Figure 4.33:  Confusion matrix for Sentiment Classification
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CHAPTER 5 

 

 

CONCLUSION 

5.1 Introduction  

 As the conclusion from the full evaluation process and documentation before 

starting the code, mostly all of the research objectives can be achieved. Based on the 

introduction for the research, the problem statement can be solved after executing the 

results. Then, the comparison between the three previous works is really helpful to boost 

the idea for this research. All the execution, training, testing and validation phases are 

well done.  

 From the methodology proposed, many elements such as framework, and 

requirements are successful to be followed. Only the execution results for the 

Recommendation class failed to be executed for limitation and constraint reasons. The 

datasets used were good and easy to make progress such as text cleaning, analysis and 

sentiment classification.  

 For future enhancement, more than one models need to be trained to get an 

accurate and fair comparison between the three types of sentiment classification. BRNN-

LSTM is a good approach to capture the context from the text reviews that leads to a 

good predictive performance but it only has the better prediction for the class that has 

higher frequency distribution.  

5.2    Research Constraint 

 From the executed results and proposed work, there is one of the results that is 

incapable of running it. The results for the Recommendation IND class have ‘1’ and ‘0’ 

values. From the observation, the code cannot be run because of time and knowledge 

limitations. All the knowledge that I know is already implemented to make the code work 
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but it still displays several errors. Thus, the technology constraint is also one of the factors 

that the code cannot be run. For the sentiment classification output, the laptop takes about 

10 hours to completely run the code with only 32 epochs. 

5.3 Future works 

 In future works focused on sentiment analysis research, utilizing BRNN-LSTM 

as the technique holds significant potential. Building upon the strengths of bidirectional 

recurrent neural networks (BRNNs) and long short-term memory (LSTM) units, this 

approach offers a robust framework for capturing contextual information in textual data. 

To advance this field, future studies could explore various avenues, such as incorporating 

attention mechanisms to enhance the model's ability to identify important features, 

experimenting with different architectural variations of BRNN-LSTM, integrating 

external knowledge sources or pre-trained word embeddings, and investigating transfer 

learning techniques to adapt the model to different domains and languages. Additionally, 

exploring ensemble methods and combining BRNN-LSTM with other deep learning 

architectures, such as convolutional neural networks (CNNs), could further enhance 

sentiment analysis performance and generalize its applications to real-world scenarios.
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