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1. Introduction 
Most industries and supply chains worldwide have the problem of inventory cases. Inventory appears 

to be a dominant cost in the operational management of finances in the factory system. It could be more 

challenging to manage appropriately the inventory level. The adequate inventory level must be controlled 

at the minimum to protect the high quantity risk. The risk will appear when the inventory cannot be 

managed to minimize inventory cost. That appears when the right place and the right time are not 

relevant. So, the warehouse manager should use forecasting methods to correct predictions for a specific 

time to minimize the cost risk while satisfying customer demand. Unfortunately, the fill rate of customer 

demand that is met through immediate stock availability is a complex difficulty to relate decisions that 

significantly impact the customer service and supply chain cost. In the competitive price of the product, 

the control system of reducing cost and service level in the warehouse is one of the strategies to determine 
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 In recent years, inventory has been critical due to the production cost and 

overstock risk related to the expiration date and the fluctuation price risk. 

This study's minimization of overstock and price fluctuation in the 

warehouse used a hybridized artificial neural network (ANN) and analytical 

hierarchy process (AHP) to produce an optimum model. The variables, 

such as average demand, reorder point, order quantity, factor service level, 

safety stock, and average inventory level, were used to obtain the optimal 

condition of the average inventory levels to maximize the profit. Then, the 

type of inventory system that guarantees the minimum risks in managing 

the inventory would be selected. The result shows that the data has a mean 

of 39.2 units, and the standard deviation (SD) was 12.9. This means that 

the order quantity is 20.2 units, the average inventory level is 57.3, and the 

average demand is 39. These conditions used the factor z, which is 97% 

service level. This study concludes that the optimum average inventory level 

is 91 units, the order quantity is 11 units with the maximum average profit 

is $1098, and the peak fluctuation condition maximum profit is $1463 

when the average inventory level is 7.3, and the inventory policy system 

used to minimize the risk is the continuous review policy type.  The study 

could be beneficial to reduce production costs and enhance overall 

profitability and operational efficiency in the sector by mitigating the risks 

associated with excessive inventory and price volatility while also 

minimizing the potential for expired inventory. 
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the price of goods [1]. Customer demand is mandatory to predict the future situation to increase the 

warehouse's control system manager. The manager in the warehouse is supposed to know the three types 

of forecasting behaviors: trends, cycles, and seasonal [2], [3]. Lack of prediction should be a problem for 

the cost to protect the space to do the stockpile in the warehouse. The safety blanket needs to anticipate 

the degree of uncertainty and variability conditions. 

Artificial neural networks (ANN) contain the simulated patterns in huge data sets through specific 

algorithms [4], [5]. ANN can be applied in some commercial cases, such as in the manufacturing 

industry, an oil company, trade, agriculture, insurance, electronics, computer, robotics, and even the 

medical sector [3], [6]. ANN also can be applied in linear or nonlinear, parametric or non-parametric, 

and continuous datasets [7]–[9]. Some classes of data mining techniques include anomaly detection, 

learning of rule association, clustering, classification, regression, and summarization. The information 

on customer prediction by doing effective coordination belongs the manufacturing to the warehouse to 

get customer satisfaction [10], [11]. All companies tend to make aggressive improvements throughout 

the warehouse to organize the orders and materials for the customer. Bad coordination in the warehouse 

will influence poor customer service, missed production schedules, incorrect capacity plans, inefficient 

shipping, and high costs. Although many companies today are observed, the suppliers and retailers know 

inventory management. Safety stock utilization was done to predict the demand fluctuation [12]. 

Optimal buffer inventory and opportunistic preventive maintenance are essential under random 

production capacity availability [13]. The supplementary demand from suppliers should overreact to 

manufacture, and the manufacturer will stock the supply inventory greater than the demand of 

distributor and order to suppliers higher [14]. That case needs inventory level control in the warehouse, 

which makes it efficient. 

The analytical Hierarchy Process (AHP) is an expert method for decision-making based on the 

criteria and alternatives to choose the goal [15]. The method can be used in many areas to solve problems.  

This method was introduced by Saaty, 2014 [16]. The criteria have a different scale of importance from 

one to nine.  The alternatives differ in preference for them in every criterion to make tradeoffs.  The 

goal of the problem was defined as the beginning, and the problem was covered to refer to it [17]. The 

calculation worked with the Expert Choose software and will determine the weight of the output [18], 

[19]. 

The inventory must be managed according to customer demand [20]. That is why the inventory level 

must be kept well because some reasons, such as customer demand being challenging to predict, the life 

cycle of an increasing number of products, the new competitive product in the marketplace, the 

uncertainty cost and time of distribution, the delivery of lead time, and the economic scale of delivery 

by the special transportation on the large quantity [21], [22]. Inventory would be effective if the 

warehouse manager planned the quantity to order and when and how to get it [23]. The strategy 

eliminates the uncertainty condition of inventory in the warehouse with the inventory policy system 

[24]. In this case, the forecasting methods must be selected and applied to get the right method for 

implementation, replenishment lead time, and time determination. It sends and arrives at the number 

of different products being measured to the relevance of the budget, makes planning in a proportional 

time horizon, and considers the inventory holding cost, order cost, and another thing is to determine 

the certain service level in acceptable condition [25].  

The demand is primarily uncertain, so the manager must plan well. Based on the demand, the 

manager in the warehouse must decide the quantities of stock to meet demand because if the stocks 

overload, it would be stuck with excess inventory of disposal. On the other hand, if the inventory is 

minimal, it will produce problems in sales and impact some profits. In this situation, the study has three 

problem statements: What are the problems in managing the inventory level in the warehouse to the 

uncertain demand? What inventory policy protects the situation of risks in the warehouse, and what is 

the optimal average inventory level to obtain optimization profit? 

Furthermore, these problem statements aim to identify some variables to get the optimal condition 

from the average inventory level to the profit. The warehouse's variables are identified in average demand, 
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reorder point, order quantity, factor service level, safety stock, and average inventory level. Then, the 

type of inventory system would be selected to guarantee the minimum risks in managing the inventory. 

Lastly, regarding the inventory level related to the average demand, we observe the order quantity to 

produce the optimal profit. 

2. Method 

2.1.1. The Lemma 
There are policies when managing the inventory in the warehouse [26]. Continue the review policy 

type and periodic review policy type. Both will be effective if applied in the right situation of the inventory 

system in the warehouse [27]. The dataset has a pattern observing the customer demand in the function 

of 𝑡𝑡, 𝐷𝐷𝑡𝑡 where it is  𝐷𝐷𝑡𝑡 = µ + 𝜌𝜌𝐷𝐷𝑡𝑡 − 1 +  𝜖𝜖𝑡𝑡, and placed an order, 𝑞𝑞𝑡𝑡 to the warehouse. The model 

tends to the Moving Average (MA) demand characteristic after the autocorrelation is identified at the 

beginning of the pattern. The customer demand in the warehouse is typically distributed with the 

variation equation 1, where it increases in variability where it must determine the variance of 𝑞𝑞𝑡𝑡. It is 
about the variance of 𝐷𝐷𝑡𝑡, i.e. with a variance of the demand. The symbol of 𝑞𝑞𝑡𝑡 can be shown as 𝑞𝑞𝑡𝑡 =
𝑦𝑦𝑡𝑡 − 𝑦𝑦𝑡𝑡−1 + 𝐷𝐷𝑡𝑡−1. The value of 𝑞𝑞𝑡𝑡 is negative, this excess inventory is returned without cost. We write 

the quantity 𝑞𝑞𝑡𝑡 order by estimating the mean and the standard deviation of lead time demand. The 

Calculation of the mean and standard deviation will be used for a request, we summarize it the 𝑞𝑞𝑡𝑡 is a 
sequence of. 

𝑞𝑞𝑡𝑡 = µ�𝑡𝑡
𝐿𝐿 − µ�𝑡𝑡−1

𝐿𝐿 + 𝑧𝑧�𝜎𝜎�𝑡𝑡
𝐿𝐿 − 𝜎𝜎�𝑡𝑡−1

𝐿𝐿 � + 𝐷𝐷𝑡𝑡−1 = �1 +
𝐿𝐿

𝑝𝑝
� 𝐷𝐷𝑡𝑡−1 − �

𝐿𝐿

𝑝𝑝
� 𝐷𝐷𝑡𝑡−𝑝𝑝−1 + 𝑧𝑧(𝜎𝜎�𝑡𝑡

𝐿𝐿 − 𝜎𝜎�𝑡𝑡−1
𝐿𝐿 )  (1) 

Moreover, the variance as follows: 

𝑉𝑉𝑉𝑉𝑉𝑉(𝑞𝑞𝑡𝑡) = (1 + 𝐿𝐿
𝑝𝑝

)2𝑉𝑉𝑉𝑉𝑉𝑉(𝐷𝐷𝑡𝑡−1) + (𝐿𝐿
𝑝𝑝

)2𝑉𝑉𝑉𝑉𝑉𝑉(𝐷𝐷𝑡𝑡−𝑝𝑝−1)(13)    

−2 �𝐿𝐿
𝑝𝑝
� �1 + 𝐿𝐿

𝑝𝑝
� 𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝑡𝑡−1) + (𝐿𝐿/𝑝𝑝)2𝑉𝑉𝑉𝑉𝑉𝑉(𝐷𝐷𝑡𝑡−𝑝𝑝−1)  

+2𝑧𝑧 �1 + 2𝐿𝐿
𝑝𝑝
� 𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝑡𝑡−1,𝜎𝜎�𝑡𝑡𝐿𝐿) + 𝑧𝑧2𝑉𝑉𝑉𝑉𝑉𝑉(𝜎𝜎�𝑡𝑡𝐿𝐿 − 𝜎𝜎�𝑡𝑡−1𝐿𝐿   

= �1 + �2𝐿𝐿
𝑝𝑝

+ 2𝐿𝐿2

𝑝𝑝2
� (1 − 𝜌𝜌𝑝𝑝)� 𝑉𝑉𝑉𝑉𝑉𝑉(𝐷𝐷)   (2) 

The level of target inventory followed the equation of yt = 𝜇𝜇�𝑡𝑡
𝐿𝐿 + 𝑧𝑧 𝜎𝜎�𝑡𝑡

𝐿𝐿, where 𝜇𝜇�𝑡𝑡
𝐿𝐿
 is the estimate of 

the mean of lead time demand 𝜎𝜎�𝑡𝑡
𝐿𝐿
 is the estimate of the standard deviation of the forecast errors above 

the lead time, and z is chosen to meet a desired service level. To implement this inventory policy, the 

warehouse estimates the mean and standard deviation of demand based on customer lead time demand 

observed as 𝜇𝜇�𝑡𝑡
𝐿𝐿  = L µ�t where the  µ�t is the average of previous 𝑝𝑝 observation of demand with the equation 

3. 

µ�𝑡𝑡 =  
∑ 𝐷𝐷𝑖𝑖
𝑡𝑡−1
𝑖𝑖=𝑡𝑡−𝑝𝑝

𝑝𝑝
   (3) 

The second equation will follow from 𝑉𝑉𝑉𝑉𝑉𝑉(𝐷𝐷)= 𝜎𝜎2

1−𝜌𝜌2 and 𝑐𝑐𝐶𝐶𝐶𝐶(𝐷𝐷𝑡𝑡−1, 𝐷𝐷𝑡𝑡−𝑝𝑝−1) =  𝜎𝜎2

1−𝜌𝜌2 𝜎𝜎
2 to further 

evaluate Var(𝑞𝑞𝑡𝑡),  it needs the following lemma: 

Lemma 1. If a warehouse uses a simple moving average forecast with an observations 𝑝𝑝 request, and if 

the requested meets 𝐷𝐷𝑡𝑡 = µ + 𝜌𝜌𝐷𝐷𝑡𝑡 − 1 +  𝜖𝜖𝑡𝑡, then 𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝑡𝑡−𝑖𝑖,𝜎𝜎�𝑡𝑡
𝐿𝐿) = 0 for all 𝑖𝑖 =

 1, … … ,𝑝𝑝. Therefore, we consider making the lower limit when the increased variability from 

warehouse use to manufacturer.  
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Lemma 2. Suppose a warehouse used a simple moving average (MA). In that case, we have a presumption 

for the observations with p requested to forecasts; its order-up-to inventory policy is defined 

in yt = 𝜇𝜇�𝑡𝑡
𝐿𝐿 + 𝑧𝑧 𝜎𝜎�𝑡𝑡

𝐿𝐿, but if the request meets the provisions of the variance in the equation 

𝐷𝐷𝑡𝑡  = µ + 𝜌𝜌𝐷𝐷𝑡𝑡 − 1 + 𝜖𝜖𝑡𝑡  𝑞𝑞𝑀𝑀𝑀𝑀, will transfer orders from warehouse to manufacturers, this 

condition satisfies. 

𝑉𝑉𝑉𝑉𝑉𝑉 (𝑞𝑞𝑀𝑀𝑀𝑀)

𝑉𝑉𝑉𝑉𝑉𝑉 (𝐷𝐷)
 ≥ 1 +  

2𝐿𝐿

𝑝𝑝
+

2𝐿𝐿2

𝑝𝑝2 (1 − 𝜌𝜌𝑝𝑝)   (4) 

where the Var (𝐷𝐷) is a variant of customer demand, the different observations can connect from these 

cases. First, the three functions of these parameters are 𝑝𝑝, 𝐿𝐿, and 𝜌𝜌 will increase variability from 

manufacturer to warehouse. 𝑝𝑝 is the number of observations used in the moving average, and 𝐿𝐿 is the 

lead time between the warehouse and manufacturers. Moreover, 𝜌𝜌 is a correlation. The 𝑝𝑝 function 

showed an increase in the variability of a function of 𝑝𝑝 values when using the observation where it is 

used in the moving average, and also an increase in the function of 𝐿𝐿 is the lead time. 

2.1.2.  Hybrid Method 
There is a risk in inventory at the warehouse if the sales have not met the target's expectations. The 

potential exceeds profit; less profit would appear when the goods are already stocked in the warehouse. 

The correct prediction information with the forecasting tool would assist management in inventory 

investment. Suppose to explain in general, the methodology is as follows: 

2.1.3. Hybrid model ANN-AHP 
This study aims to test a hybrid model that combines Artificial Neural Networks (ANN) and Analytic 

Hierarchy Process (AHP) [28], [29]. The Output of AHP from the six variables (population, the number 

of buyers, price, GDP, the expectation of future price, promotion, and demand) of the determinant of 

demand should be the input variable in the input layer, and some data would be the input weight in the 

hidden layers ANN system. The process of normalized data was used to make the data in the range of 0 

to 1 with the AHP; it was made between the ranges of less than 0.01. The ANN runs with the 

backpropagation network on Levenberg-Marquardt from the output layer [30]. The network uses a 

backpropagation training function to minimize error value in ‘Trainlm” parameter. The stimulus worked 

to trial to get the error value less than the previous error. The model of the combination method will 

be reached after the network has done the training and testing. Moreover, output performance is 

measured using mean square error (MSE). At last, it measured the fitting value to get the result of the 

model. 

2.1.4. Artificial Neural Network 
The ANN run on this dataset in the optimal condition with the parameters where it is shown in 

Table 1. 

Table 1.  The optimal condition of parameter ANN 

Name of parameter Parameters 
Network type Backpropagation neural network 

Training function Trainlm 

Adaption learning function Learngdm 

Number of layers Two 

Transfer function Sigmoid 

Training parameters, min gradient 1e

-6

 

 

The algorithms choose the highly efficient backpropagation algorithm neural network, and the 

training network updates the bias and weight to get the optimization. The transfer functions calculate 

the output from the layer where the input comes in. The function of “Learngdm” is as the gradient 

descent with momentum weight and bias learning function with equation 5. 
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𝐸𝐸 = 1
2
∑ 𝐸𝐸ℎ = 1

2
𝑀𝑀
ℎ ∑ ∑ (𝑡𝑡ℎ𝑖𝑖 − 𝑂𝑂ℎ𝑖𝑖)2𝑁𝑁

𝑖𝑖
𝑀𝑀
ℎ    (5) 

where 𝐸𝐸 is the pattern of total error, 𝐸𝐸ℎ represents pattern ℎ with its error, the index ℎ ranges over the 

input pattern set, and 𝑖𝑖 is the 𝑖𝑖th of the output neuron. This is the desired output for the 𝑖𝑖th output 

neuron when pattern ℎ is presented. The transfer function selection is mandatory for the relevance 

transfer function when data enters the network. This transfer function keeps the training process in the 

network more stable and speeds up the training process. The data will be run with Sigmoid as the 

transfer function of the dataset in the network of ANN because it resulted in the smallest MSE. 

2.1.5. Neural Network algorithm 
The methods worked in the Matlab software. The learning algorithm of the neural network was 

divided into two sections. They are propagation and weight updates, and the algorithm steps of hybrid 

ANN-AHP [31] is as in Fig. 1. 

Step 1. Defined input and target data 

Step 2. Created a Fitting Network 

Step 3. Chosen Input and Output Pre/Post-Processing Functions 

Step 4. Stetted up Division of Data for Training, Validation, Testing 

Step 5. Used Training function of Trainlm (Levenberg-Marquardt Backpropagation) 

Step 6. Trained the Network with training network with learning rate, epoch, and show 

Step 7. Defined function NN at layer 1 and layer 2 

Step 8. <Input the Weight of AHP> 

Step 9. Choose a Plot Function for performance, trans-state, error, regression, and fit 

Step 10. Training the network 

Step 11. Defined Performance of error (MSE) 

Step 12. Tested the Network with the simulation of network 

Step 13. Performance of the network 

Step 14. Recalculated Training  

Step 15. Plotted training state, plot histogram, target and regression 

Step 16. Plotted to perform post-training analysis 

Step 17. Result 

Fig. 1. Neural network algorithm 

The NN-AHP process combines neural network (NN) analysis with Analytical Hierarchy Process 

(AHP) weights using a systematic approach. Initially, the input and target data are established, forming 

the foundation for analysis. Afterward, a suitable network is formed, and appropriate pre/post-processing 

functions are selected to improve data compatibility. The data is subsequently partitioned into training, 

validation, and testing sets, and then the network is trained using the Levenberg-Marquardt 

Backpropagation algorithm. The AHP weights prioritize criteria, and functions are chosen for 

visualization. The network is trained and assessed for performance using Mean Squared Error (MSE) 

measures. Post-training analysis involves evaluating the network's prediction accuracy and adjusting 

parameters. Ultimately, the findings are analyzed in order to make inferences about the model's efficacy 

and ability to predict. 

2.1.6. Analytical Hierarchy Process 
The Analytical Hierarchy Process (AHP) is a systematic decision-making approach involving a series 

of essential steps. To begin with, the current issue is precisely articulated, explicitly stating the goals and 

standards that are part of the decision-making procedure. Subsequently, a hierarchical framework is 

created, systematically dividing the problem into feasible sub-criteria and alternatives. Subsequently, 

pairwise comparisons are carried out between every criterion and option, utilizing a scale to evaluate their 

significance or effectiveness. These comparisons are used to assign numerical values that show the relative 

relevance of each criterion or option. Afterward, consistency ratios are computed to verify the 

dependability of the judgments made during pairwise comparisons; if the consistency ratio is less than 

or equal to 0.01, the judgments are deemed consistent or satisfactory. The AHP enables thorough 
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analysis, prioritization of criteria, and informed decision-making in complex decision-making by 

following a methodical approach. The steps of the AHP algorithm are as in Fig. 2. 

Step 1. Define the problem 

Step 2. Do the hierarchical structure 

Step 3. Do the pairwise comparison matrix  

Step 4. Define pairwise comparison relative important 

Step 5. Result if ≤ 0.01 is consistent or good. 

Fig. 2. AHP Algorithm 

Consistency index can be obtained with equation 6. 

𝐶𝐶𝐶𝐶 = (𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚−𝑛𝑛)
(𝑛𝑛−1)

   (6) 

where, CI is an consistency index, 𝜆𝜆max represents as a Eigen value, where the eigen biggest matrix value 

with n Orde. If CI is equals to 0, it means that the index is consistent. The calculation of the final weight 

of each criterion, subcriteria, will be combined to get the score weight of the problem. Fig. 3 is the 

modified weight from Analytical Hierarchy Process. 

 

Fig. 3. Combination methods of ANN with Analytical Hierarchy Process 

This weight will replace the default weight of the network in the input layer. Then it works with the 

input from the input layer in the hidden layers, to generate the error better than the initial input. 

2.1.7. Order Quantity 
 The formula for determining the order quantity is expressed as in (7). Continuing from earlier 

discussions, the order quantity 𝑄𝑄 is determined to fulfill the prescribed criteria. 

𝑄𝑄 = �2𝐾𝐾∗𝑀𝑀𝐴𝐴𝐴𝐴
ℎ

   (7) 

In this case, the warehouse reviews inventory every period, place, and order to bring its inventory 

level up to a target level. Observe that, in this case, the review period is one. Hence, the base stock level 

is calculated as (8). 
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𝐿𝐿  ∗   𝑀𝑀𝑉𝑉𝐴𝐴  +  z  ∗   𝑆𝑆𝐷𝐷 ∗ √𝐿𝐿   (8) 

where AVG and STD are the average and SD of daily (or weekly) customer demand. The constant z is 

the safety factor. The Avg Inv level is 𝑄𝑄/2 +  𝑧𝑧. 

2.1.8. The Profit 
The profit of the result of the hybrid of ANN-AHP to maximize the profit inventory in the 

warehouse. For this case follow the overfitting formula from the model moving average. The formula 

identified that 𝑥𝑥1 (demand), 𝑥𝑥2 (selling price), 𝑥𝑥3 (production cost), and 𝑥𝑥4 (Fixed cost). It can be 

shown as follow: 

Profit (x)    =   x1 (x2 −  x3) –  x4   (9) 

𝑀𝑀𝑉𝑉𝑥𝑥𝑖𝑖𝑀𝑀𝑖𝑖𝑧𝑧𝑀𝑀 ∶  g(x)  =  − f(x)  =  − a ∗ x4 +  b ∗ x3 −  c ∗ x2 +  d ∗ x +  e       (10) 

The profit formula identify the 𝑥𝑥1 (demand), 𝑥𝑥2 (selling price), 𝑥𝑥3 (production cost), and 𝑥𝑥4 (Fixed 

cost) with the maximization of 𝑔𝑔(𝑥𝑥). 

3. Results and Discussion 
This experiment was carried out to determine the objectives of this study. It should be noted that 

the run dataset of ANN-AHP in Fig. 4 shows the result for 15 weeks, and the trend is fitted by using 

the polynomial line to make it smooth. The dataset shows that the trend is moving average, with three 

peaks on the dataset. 

 

Fig. 4. Demand dataset and fitted line 

The figure of the dataset from the independent variable made the demand as the dependent variable 

change on the centreline. This model influenced the neural network's training since the demand dataset's 

determinant. The network minimizes the mean square error (MSE) function errors in the overall 

iteration process on the demand performance.  

On the other hand, the demand was formed by the weight, and the input data worked together 

between nonlinear data, weight, and transfer functions iterated and evaluated the smaller error from the 

initial error in the network. Then, the iterating was stopped during the overfitting case training. The 

transfer function of nonlinear, especially Trainlm, has the significant function of forming the pattern 

because the distribution is continuously differentiable, which is the property of the network learning 

process and takes the place of the mean and standard deviation value of performance. The model then 

measured the best validation condition, which is shown in Fig. 5. 
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Fig. 5. Best validation performance of dataset 

Fig. 5 indicates the validation proses for the network performance of ANN-AHP. It shows that all 

lines are decreased until iteration 2 (Epoch 2) for the training process, validation, and testing errors. 

There does not appear to be any overfitting; the green line shows that the validation process to protect 

the overfitting when it went down the line until iteration 2 (overfitting occurred) started to increase to 

refuse the overfitting. Fig. 6 shows the plot regression of output. 

 

Fig. 6. Plot regression of output 

Fig. 6 Describe the validation (𝑅𝑅) indicates a good fit. It is 0.85285 (between output and target), the 

training is 1, and the testing is 0,99911, which means that the validation performs well because the line 

and the points are close to 1. The dashed line in each axis represents the perfect 𝑉𝑉𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟𝑡𝑡 –  𝐶𝐶𝑟𝑟𝑡𝑡𝑝𝑝𝑟𝑟𝑡𝑡𝑟𝑟 =
 𝑡𝑡𝑉𝑉𝑉𝑉𝑔𝑔𝑀𝑀𝑡𝑡𝑟𝑟, and the solid line indicates the best fit for linear regression between outputs and targets. 

Fig. 7 shows some variable activities in the warehouse in a single condition; the factor 𝑧𝑧 is the safety 

factor associated with the service level. The 𝑧𝑧 refers to the statistical table to guarantee that the 

probability of stock-outs during lead time is  1 −  𝛼𝛼.  The average demand shows a value of 50.3, where 

the warehouse always faces the customer's demand, also called the average demand during lead time. 

The order quantity (𝑄𝑄) or the economic order quantity (𝐸𝐸𝑂𝑂𝑄𝑄) is 20.2; this controls the variability in 
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customer demand. It means that the inventory at a certain level or inventory level at one point is at 30.2 

since it takes the lead time to receive an order from the customer demand because the demand has 

variability. On the 𝐸𝐸𝑂𝑂𝑄𝑄 position 20.2, the average inventory level rises the quantity for inventory position 

for order quantity to average demand. In this position, the inventory level is enough to anticipate the 

demand in the warehouse against shortage until the next order arrives. 

 

Fig. 7. Some variables of inventory system 

To predict the maximum profits and the average profit on the inventory position in the warehouse 

using the model maximization from the fitted polynomial model. It can be seen as follows: 

Maximize: g(x)  =  − f(x)  =  − 0.00025 ∗ x4 +  0.0093 ∗ x3 −  0.12 ∗ x2 +  0.56 ∗ x +  92  (11) 

The optimization of profit shows the average value is at $1098,- when the order quantity is 11, and 

the average inventory level is 91. The single maximization on the peak fluctuation has the highest at a 

profit of $ 1463. It can be seen in Fig. 8. 

 

Fig. 8. The optimal condition of average inventory level and optimization of profit 

4. Conclusion 
This study explored the hybrid AHP-ANN model to predict the optimization of average inventory 

level and optimization of profit with the factor service level of 97%. Demand oscillations can contribute 

to the warehouse's risk. It can be uncontrollable inventory, a quality control problem, and a lack of 

customer service. This risk can increase the cost when the inventory is spent in the warehouse. The 

result showed that the ANN combination method AHPANN could be the alternative model to predict 

the average inventory level and profit. This study has three conclusions. First, the determinant of demand 
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variables can determine the accuracy of prediction where the characteristic customer demand of the 

dataset influences it. Second, the inventory policy system that minimizes risk is a continuous review 

policy type, and the optimization of profit from the average inventory level can be determined. It can be 

illustrated as follows: the data has a mean of 39.2, and the standard deviation is 12.9. Moreover, the 

order quantity is 20.2 units, and the average demand during the period is 57.3 units. The condition uses 

the service level of z is 97%. This study concludes that the optimum average inventory level is 91 units, 

the order quantity is 11 units with the quantity that maximizes average profit is $ 1098, and the peak 

fluctuation in maximum profit is $ 1463 when the average inventory level is 7.3 units order quantity. 
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