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ABSTRAK 

The purpose of this project is to develop an affordable loT-based solution that 

will improve the safety of the COVID-19 Standard Operating System. COVID-19 poses 

a significant risk to mankind. The COVID-19 virus is now being fought all over the 

world. Wearing masks is a sensible strategy for successfully managing COVID-19. This 

project's goal is to create a simple and efficient real-time monitoring paradigm. The 

proposed model successfully recognizes if an individual is wearing a face mask or not in 

a crowded place. The NVIDIA Jetson Nano was used to prototype a real-world scenario 

using the Object Detection Algorithm (YOLOv5) and an edge AI application: a smart 

camera capable of estimating the percentage of people wearing face masks in its field of 

view. The object detection algorithm YOLO, which stands for "You Only Look Once," 

divides images into a grid system. Each grid cell is in charge of detecting objects within 

itself. Because of its speed and accuracy, YOLO is one of the most well-known object 

detection algorithms. YOLOv5 need to be install of all the requirements into jetson nano 

itself. While this algorithm was accurate, it required too much processing power to run 

on the Jetson Nano in its current form. The algorithm have to simplified to use a single

shot object detection model as part of the Nano transition, recognizing the following 

object classes: face with mask, face without mask, and face not visible. The training 

process by using makesense.ai is a free-to-use online tool for labeling photos. It's ideal 

for small computer vision deep learning projects, as it simplifies and speeds up the dataset 

preparation process. Labels can be downloaded in one of the many formats that are 

supported. 
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ABSTRACT 

Tujuan projek ini adalah untuk membangunkan penyelesaian berasaskan IoT 

mampu milik yang akan meningkatkan keselamatan Sistem Operasi Standard COVID-

19. COVID-19 menimbulkan risiko besar kepada manusia. Virus COVID-19 kini sedang 

diperangi di seluruh dunia. Memakai topeng ialah strategi yang wajar untuk menguruskan 

COVID-19 dengan jayanya. Matlamat projek ini adalah untuk mencipta paradigma 

pemantauan masa nyata yang mudah dan cekap. Model yang dicadangkan itu berjaya 

mengenali jika seseorang individu itu memakai topeng muka atau tidak di tempat yang 

sesak. NVIDIA Jetson Nano digunakan untuk membuat prototaip senario dunia sebenar 

menggunakan Algoritma Pengesanan Objek (YOL0v5) dan aplikasi AI tepi: kamera 

pintar yang mampu menganggar peratusan orang yang memakai topeng muka dalam 

bidang pandangannya. Algoritma pengesanan objek YOLO, yang bermaksud "Anda 

Hanya Lihat Sekali," membahagikan imej kepada sistem grid. Setiap sel grid 

bertanggungjawab untuk mengesan objek dalam dirinya sendiri. Kerana kelajuan dan 

ketepatannya, YOLO ialah salah satu algoritma pengesanan objek yang paling terkenal. 

YOLOv5 perlu memasang semua keperluan ke dalamjetson nano itu sendiri. Walaupun 

algoritma ini tepat, ia memerlukan terlalu banyak kuasa pemprosesan untuk dijalankan 

pada Jetson Nano dalam ben_tuk semasanya. Algoritma perlu dipermudahkan untuk 

menggunakan model pengesanan obj ek satu tangkapan sebagai sebahagian daripada 

peralihan Nano, mengiktiraf kelas objek berikut: muka dengan topeng, muka tanpa 

topeng dan muka tidak kelihatan. Proses latihan dengan menggunakan makesense.ai ialah 

alat dalam talian percuma untuk digunakan untuk melabelkan foto. Ia sesuai untuk projek 

pembelajaran mendalam penglihatan komputer kecil, kerana ia memudahkan dan 

mempercepatkan proses penyediaan set data. Label boleh dimuat turun dalam salah satu 

daripada banyak format yang disokong. 
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CHAPTER 1 

INTRODUCTION 

1.1 Project Background 

On December 2019, the world was shock with a deadly disease that is very 

contagious and have taken many lives globally called the COVID-19 The pandemic 

started in Wuhan, China and rapidly spread throughout the world. COVID-19 is an 

infectious disease that attacks the lungs causes those infected to feel respiratory illness. 

Critical patients are put on ventilators that are machines with a tube directed into the 

patient's mouth to help them to breath normally. 

The virus spreads mainly from physical contact and may spread to people that are 

physically close to one another (1 meter). The wearing of a 3-ply face mask is very 

important during the pandemic as another way of the virus to spread is through 

respiratory droplets that are produce when people cough, sneeze, talk and even breathe. 

Until March 2021, the virus has infected several 130,633,316 people around the globe 

and 2,845, 709 were recorded dead from it. The first case detected in Malaysia was on 

25th January 2020 where the patients were a grandmother, 66 years-old, with two of her 

grandchildren 11 and 2 years-old. All three of them were from China and are families 

with the first case patient that was also detected positive of COVID-19 in Singapore. This 

proves two points that are the virus do easily spread among close contacts and the virus 

can infect people at any age. 

At first, the pandemic was taken lightly and unfortunately it spreads so fast until 

the Malaysia Government announce the first Movement Control Order (MCO) on 18th 

March 2020. It was indeed a good call but although actions were taken, the numbers of 

those infected from it is very worrying. Until March 2021, 347,972 people were tested 

positive, and a total of 1,283 people died from the virus. The following table shows the 

number of cases monthly in Malaysia from March 2020. 



Table 1.1 

Month, year 

March, 2020 

April, 2020 

May,2020 

June,2020 

August 2020 

September 2020 

October,2020 

January 2021 

February 2021 

March, 2021 

Total number of new positive COVID-19 cases monthly 

Total number of positive cases 

(people) 

2,816 

3,188 

1,827 

808 

366 

1,966 

20,237 

103,230 

84,867 

46,672 

Numbers do not lie and with the stated statistics, Malaysia is the third country 

with the most cases among A SEAN country. If we take a closer look to the Table 1.1, we 

can see that the numbers decrease slowly during the early time when MCO was enforced 

but on the other hand the MCO itself had impact to the countries financial. The citizens 

were also affected especially to those who runs their own business. So, the government 

decided to loosen the MCO gradually from Conditional Movement Control Order 

(CMCO), Recovery Movement Control Order (RMCO) and areas with serious cases or 

called as Red Zone are enforced with Enhanced Movement Control Order (EMCO). 

Although tight SOPs has been imposed by the government, there are still individuals with 

low self- awareness and those who purposely disobey the laws. 

As we support the government's effort and believes that prevention is better than 

cure, we plan to design a crowd monitoring system that can be installed at various places. 

It will also detect objects and as for this system it will detect people in a specific place. 

Crowded places or places with high numbers of people will have a higher risk of 

spreading of the virus that we do not want to happen and avoid the most. 
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1.2 Problem Statement 

There are already som.e initiative systems that have been made but there are 

always room from improvement. We have done observations and studies on previous or 

current systems, and we have noticed some flaws that can be upgraded. Most places do 

not have any automated system where people who like to enter a premise must scan their 

own temperature and write them down on a book provided. Although they are provided 

with a hand sanitizer, there a still contact where each person who enters the premises 

needs to use the same pen and writes on the same book. As mentioned earlier, the virus 

spreads mainly by physical contact. When a premise does have their own automated 

system, they will depend on a staff to watch over the entrance. This is because people 

selfish or people with low self-awareness tend to just enter without even bothering to scan 

their temperature and writing down their name. So, an extra staff is needed just to guard 

the entrance of a certain premise. Moreover, most places do not even care how many 

people is in the premise. If the person writes down their name, the person is good to go. 

This is not a good thing to do as when many people enter a certain premise at a same time, 

the physical distancing between one another decreases. So, it is very important to have a 

head count on people who enters any premises. 

1.3 Objective 

This proposed project is to achieve the following objectives: 

1. To design and develop a crowd monitoring system using deep learning method. 

2. To detect the usage of facemask of a person in a crowd by using Object Detection 

Algorithm (YOLOv5). 

3. To display the real-time output of the system usmg wireless method for 

monitoring purpose. 
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1.4 Project Scope 

In this project, we are designing a system that have the ability to monitor and 

detect either the person is wearing a face mask or not. The project is only limited to detect 

three elements or parameters as mentioned earlier. The main aim of this project is to 

design and fabricate the smart crowd monitoring system using two main equipment or 

parts that are software and hardware. Both parts must be design properly to ensure the 

outcome of the system is as preferred. 

1.4.1 Software Design 

Several software is used mainly to code the hardware for purposed. The software 

used are as follow: 

1) YOL0v5 -To run object detection in the system. 

2) Python -To provide coding for object detection. 

3) 3Makesence.ai - To provide labels or annotations for the YOLOv5 custom 

dataset 

1.4.2 Hardware Design 

Several hardware is used for different purposes in this system. The hardware 

involved are as follow: 

1) NVIDIA Jetson Nano -A computer that acts as the brain of the system. 

2) AC8265 Wi-Fi Bluetooth NIC Module - to enable the Jetson Nano to connect to 

the Internet 

3) Webcam Camera -To detect and identify people for the system 

4 



CHAPTER2 

LITERATURE REVIEW 

2.1 Introduction 

In this chapter we will be explaining about a literature review that we have done to 

choose the best hardware and software components. The most important part is the object 

detection model. We also investigated several related works and did a study on how to give 

the best from our system. So as mentioned, this chapter will be divided into three parts: 

the object detection model, and related works. By the one of this chapter, we will conclude 

on what is best for our Crowd Monitoring System. 

2.2 The object detection model 

Real-time object recognition and detection find wide applications in fields as 

diverse as medical applications, security surveillance and autonomous vehicles. It is one 

of the difficult tasks because it requires faster computing power to identify the object at 

that time. However, the data generated by any real-time system that is unlabeled data often 

requires large amounts of labeled data for efficient training purposes. There are many 

machines and deep learning techniques used for object detection and recognition. The 

emergence of complex neural networks (CNNs) has brought great advancement in the 

detection and recognition of objects [9, 1 O]. For our literature review on the object 

detection model, we will be comparing three models that are the You Only Look Once 

version 5 (YOLOv5), Single Shot Detector (SSD) and Faster Region CNN (FRCNN). 

After doing depth study on each model, we will come out with one object detection model 

for the application of our system. 
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2.2.1 You Only Look Once version 5 (YOLOvS) 

YOLO has a unique neural network that predicts bounding boxes and class 

probabilities directly from the entire image in a single assessment. The R-CNN family has 

more complex pipelines"iind is slower than YOLO. In this model," You only look once" 

the image to predict object classes and their positions. YOLO divides the image into grid 

cells, each grid cell predicts the bounding cells and the confidence scores for those cells. 

Figure below shows how YOLO works by dividing an image into grid cell for detecting 

an object based on its trained dataset. 

Figure 2.1 YOLO dividing an image into grid cells for object detection 
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2.2.2 Single Shot Detector (SSD) 

SSD uses CNN's pyramid feature hierarchy, which enables efficient object 

detection and recognition. SSDs offer a good balance between speed and precision. The 

SSD only uses the CNN in the image once and creates a feature map. Then, convolutional 

layers are used to predict the bounding box and the detected target object. The SSD uses a 

VGG-16 model pre-trained on the MobileNet architecture to extract the feature maps. The 

size of the layers is not fixed, and this helps in detecting objects of different sizes [ 13]. 

Figure below shows how a SDD operates. It starts with importing image streams into VGG-

16 to extract maps of objects at different scales. Additionally, it predicts object categories 

and offsets in bounding box locations using built-in filters. The SSD generates a fixed-size 

collection of bounding boxes and scores for the presence of feature class instances. Then 

apply the non-maximal removal method and generate the results. 

Figure 2.2 The operation of SDD for object detection 

A study has also been done in [13] where the results shows that SSD has a better 

FPS and accuracy than YOLO. This shows that the SSD will have a higher probability of 

detection. However, the shallow layers of a neural network may not generate enough high

level functionality to make predictions for small objects. As a result, SSDs perform less 

well for small objects than for larger ones. 
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2.2.3 Faster Region CNN (FRCNN). 

The faster R-CNN object detection network consists of a feature extraction network 

which is usually a pre-trained CNN, similar to the one we used for its predecessor.Next are 

two subnets that can be trained. The first is the Area Recommendation Network (RPJ\ih 

which as the name suggests is used to generate entity recommendations and the second is 

used to predict the actual class of the entity. So, the main difference for Faster R-CNN is 

that the RPN is inserted after the last convolutional layer. This is formed to give direct 

regional recommendations without any external mechanism like selective search. We then 

use the aggregation of the ROI and the same upstream classifier and the same bounding 

box regression as Fast R-CNN. Figure below shows a Faster RCNN works by getting the 

whole image of an object and produces a feature map for object detection. 

Figure 2.3 

cla ifier 

~pooli11g 

fean1re map · 

The operation of Faster RCNN in image detection 

FRCNN uses a region recommendation network named CNN to generate bounding 

boxes for the target object. This algorithm uses anchor boxes to vary its ability to detect 

objects with different aspect ratios. They are then passed through several grouping classes 

to obtain a classifier image. FRCNN is 10 times faster than Fast RCNN with similar 

accuracy [13]. As for the drawbacks of the Faster RCNN, there might be.a small target size 
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that Faster R-CNN cannot detect, which makes the detection rate relatively low [ 14]. 

2.2.4 Conclusion from various object detection model 

Based on the literature review that has been done, it is quite a difficult to choose 

which object detection model is the best for our system. Based on [13], The choice of object 

detection and recognition model depends on the target application. An application that 

requires more precision but no time, FRCNN will be the best choice. The results from the 

study that has been made are as below [13]: 

Table 2.1 Comparison between YOLO, SSD and FRCNN 

Object detection model 

YOLO SSD FR CNN 

Frame per second 1.57 3.98 1.39 

FPS) 

Runtime (ms) 12.68 16.341 ~5.943 

Probability of 95% 97% 100% 

detection 

From the table we can see that SSD gives better FPS than YOLO and FRCNN. 

YOLO turned out to be the fastest model out of the three. The FRCNN model provides 

more accuracy than the YOLO and SSD models. Each model has their very own advantage. 

As the study has stated that The YOLO model proves to the fastest and easiest of three 

models [13], we will choose to apply the YOLOv5 in our crowd monitoring system as it 

has the fastest runtime and easiest configuration among the others. The percentage of 

probability of detection is still high so we consider it acceptable. 
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2.3 Related works 

The last criteria that had investigated before constructing system is the study on 

existing related works. But doing this, we will get to know what system that has already 

been done so we would not build a same system. This part of study will also give us the 

idea on what to improve from existing systems. There are three systems that we have 

investigated that are the Wearable Social Distancing Detection System [15] , IoT-Based 

COVID-19 SOP Compliance and Monitoring System for Businesses and Public Offices 

[16] and lastly Face Mask Recognition System with YOLOV5 Based on Image 

Recognition [17]. After completing the study on all three existing systems, we will come 

out with the best way to construct our own system. 

2.3.1 Wearable Social Distancing Detection System 

In this system, a portable social distance detector that uses a microcontroller with 

an ultrasonic sensor is used to detect the distance between two people and issue an alert if 

the person breaks the rules. The system can perform social distance detection accurately 

and can help the movement of people in an area. Figure below shows the hardware of the 

system. It is worn by strapping the system to a user' s body with the ultrasonic sensor facing 

backwards. 

Figure 2.4 Prototype of the ultrasonic sensor system 
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The system works by sensing a person at the back of the user. It means that the user 

will have to be responsible for the person in front and beside of the user by minding his or 

her gap as the system only detects if a person comes too close to the user from the back. 

Once the system is tum on, the ultrasonic sensor will continuously transmit an ultrasonic 

to detect either there is a person or not. The output of the sensor will be sent to a STM32F446 

microcontroller. The microcontroller will do the distance calculation between the user and 

anyone from behind the user. If the sensor does no detect anyone, the microcontroller will 

send a signal to the LCD to give an output of"SAFE DISTANCE". If a person is present 

from the user from behind in less than 1 meter, the system will trigger a buzzer as a waning 

sound and the LCD will show "WARNING, STEP BACK" so that the person that is too 

close to the user moves away for a safer physical distancing. The figure below shows the 

flowchart of the system explaining in a simple way on how the system works. 

Figure 2.5 

Trigger lhe sensor 

Read the Hf1SOI" output------

Cak:ulaee the distmce 
between lhe subj8CI and 
the person behind him 

Produce wam111g sound 

Oiaplay the distance 
and a wam1119 message 

N 

The flowchart of the ultrasonic sensor system 
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2.3.2 IoT-Based COVID-19 SOP Compliance and Monitoring System for 

Businesses and Public Offices 

The next system is applied in the whole area of a certain location. The system starts 

with a questionnaire that is needed to be answered before entering the premise. the 

questionnaire is in a digital form so it can be done via phone. Upon entering the premise, an 

Infrared obstacle detector will detect the person. There will be two of these sensors installed 

that are at the entrance of the premise and at the exit of the premise. By doing this, the 

number of people in a particular premise can be monitored. A non-contact IR temperature 

sensor MLX90614 sensor is installed just after the entrance of the premise. People will not 

need to go and scan their temperature manually as it is automatically done by the system. 

At the queue area of the premise, there is an addressable LEDs WS2812B installed to 

visually display the permissible queueing location. A time of flight (ToF) sensor VL53 l x 

is installed at the counter to measure the distance between a person and the counter. The 

whole premise will be monitored by a Raspberry PI camera located near the queueing area 

so anyone who violates the SOP will be acted. 
. etbO 

• ft,'tUfCS 

--· - LED np 

ame:. cue Ar •· 
D rv 

Ea er Ex1 ues 1 nnwc 

count !.Ctlsor 

Figure 2.6 Layout of the system 

Figure above shows the layout of the premise including all the sensors as explained earlier. In 

this system all sensors are connected to different ESP8266. Then All ESP8266 transmits the 
data to the Raspberry PI server using WebSocket communication protocol. By doing this, 
the system can be set link to Blynk app for IoT application. 
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2.3.3 Face Mask Detection using YOL0v5 for COVID-19 

The last and final existing related work that we have study is a very straight forward 

system yet very efficient. The system starts with a camera that is installed at an entrance 

of a mall. The camera will capture the image and send the image to the interface. Then a 

face mask image recognition is run. In other words, the system will identify either the 

person is wearing a facemask or not. The system is then connected to the door or the gate 

of the mall. If the person is wearing a face mask, the system will trigger the door to open 

and if the person does not wear a mask the door or gate will not open. By implementing this 

system everywhere, we can achieve a fully face mask environment as everyone knows that 

without wearing a face mask, there is no use going anywhere. The system uses a YOL0v5 

which is an excellent object detection model so it can be said that the system will recognize 

a 95% or mask wearer. Figure below shows the block diagram of the system as explained 

earlier. 

' 

/" " 
,. ·~ r 

CaJMra ~ Inttrfact 
_ face mask imaaes - Input - Rttopirion - (Gate opm) 

, y 

Figure 2.7 Block diagram of the face mask detection system 

However, it stated in the paper that the system may have flaws when people tend to 

cover their facemask with something else such as their hand. We believe that this problem 

can be overcome by doing a custom dataset. We would only need to train a new dataset for 

the YOL0v5 with a label of mask covered. Note that the larger the dataset, the greater the 

YOLOv5 can do object detection. 
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2.3.4 Conclusion from various existing related works 

The first, system is a good application for physical distancing, but it is too simple. 

Firstly, physical distancing is to be practice form all direction not only from the back. 

Secondly, a 1-meter gap is not safe if there is a person without a facemask as they may 

sneeze or cough and the safer distance if that happens is at least 2 meters. The system is also 

not applicable if the premise has already too many people. It will be very hard to maintain 

a safe distance between one another. So, for us, it is essential to first limit the number of 

people inside the premise so that a safe physical distancing can easily be practice. It is also 

important to filter or keep a person without a mask from entering a premise as it is too risky 

for other people and a very irresponsible act. This kind of person must not be allowed to 

enter any premises at all. 

The second system is also a very good system wear lots of parameters have been 

taken into account. There are still room for improvement for the second system where a 

facemask detector can be installed at the entrance of the premise. this is because a usage 

facemask is very essential during this pandemic. The LEDs WS2812B that are installed to 

visually display the permissible queueing location is too much. Note that it cost almost 

RM65 per item. The price is high as it is not a regular LED but is an LED that can be 

programmed. Tapping the floor with masking tape can also make people aware of the safe 

physical distance. However, the camera can still be maintained in the system for 

monitoring purposes. 

Lastly, the third system is almost the same as the first system. It only focuses on 

one detection and ignoring other important matters. There is no need to eliminate the 

system, but it is better to improvise the system with other features too such as a temperature 

detector. This will not only make the environment safe from non-mask people but can also 

filter out people with a high fev:er from entering a particular place. Note that having a fever 

is the most common symptom ofCOVID-19. 
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CHAPTER3 

METHODOLOGY 

3.1 Introduction 

The COVID-19 pandemic has created a need for understanding the number of 

individuals wearing or not wearing face masks in public areas. The application, Smart 

Crowd Monitoring System, addresses this need by detecting masked and unmasked 

individuals in a broad area of coverage. 

Smart Crowd Monitoring System is intended to help both public and private 

organizations understand mask compliance. For example, a local transportation 

authority might use Smart Crowd Monitoring System to understand the percentage of 

people wearing masks on a train station platform at rush hour. Similarly, it can help a 

store manager see the week-over-week increase in mask wearers after they implement 

a "masks required" policy. Ultimately, Smart Crowd Monitoring System allows 

business owners, public officials, and other users to be better informed in their efforts 

to limit the spread of COVID-19. 

To address the demands of the application, this application identified both top

level and detailed requirements, and from those, this Smart Crowd Monitoring System 

had successfully created the product specifications. 
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3.2 Application Design 

Figure shows the block diagram for the Smart Crowd Monitoring System. All 

hardware is presented in the block diagram where the process starts with a webcam 

camera collecting the input for the system. The input is images and video or in system, 

the real-time video. The real-time video is just another term for a live camera. The input 

will then be sent to an NVIDIA Jetson Nano where a YOLOv5 data frame is run on it. 

Webcam Nvidia Jetson 
AC8265 Wifi External 

- - Bluetooth NIC __...., monitoring 
Camera Nano -

Module Device 

Figure 3.1 Block diagram of the face mask detection system 

You Only Look Once (YOLO) is a real-time object detection framework. The 

ability of the YOLOv5 is used to detect a face mask on a person and will also detect the 

numbers of person present at a particular time. 

Initially, the Jetson Nano does not come with an internet receiver. There are two 

ways to connect the Jetson Nano to the internet or network that is by either using a Wi

Fi Network Card Module or Wi- Fi USB Dongle. In the system, will use a Network Card 

Module that is the AC8265 Wi-Fi Bluetooth NIC Module for Jetson Nano. The reason 

why the system has to install the module is because its need to designing the system with 

an ability to monitor a particular place anywhere if the user has internet connection. By 

only entering the IP address of the Jetson Nano on another computer, the current situation 

can be monitored wirelessly from around the world 
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3.3 Application Design 

In figure, the main jetson nano where it will give the instruction for webcam to 

collect the data of image or video in real-time. Next, the data will be sent to Nvidia Jetson 

Nano to store and saved. The YOLOv5 algorithm will run on Jetson Nano. The system 

will indicate or monitor either people wear a mask or not. Green box would appear if the 

person wore mask properly, but red box is against it. Data from Nvidia Jetson Nano 

would send an output via Wi-Fi. As for results, an output data display can be monitoring 

by using host's PC or smartphone. System was repeat in many times of frame. 

"-l·.·td c~ .:f:."t:.:x· '·c"rF .. • l< ,~ ._..OL0··,5 k·1 
fzrcer·n::k ::letecti:J'"' 

Figure 3.2 Flow chart of Smart Crowd Monitoring System 
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3.4 System Hardware 

The Smart Crowd Monitoring System consists of three main components 

shown in Fig. 3.4.1. The first component is Nvidia Jetson Nano Developer Kit. Nvidia 

Jetson Nano were connected to computer display (HDMI or DP). The Jetson Nano 

Developer Kit uses a microSD card as a boot device and for main storage. 

The second component is AC8265 Wi-Fi Bluetooth NIC Module with M.2 

interface. It was connected to the Jetson Nano via Wi-Fi and Bluetooth for wireless 

communication. The antenna can be attached to acrylic case, and the wireless card is 

screwed to the Jetson Nano board. It has 5G/2.4G dual band Wi-Fi, wide network 

coverage, and a 3db large gain dual antenna, so it can have good wireless penetration 

even in a complex wireless environment with multi-interference, making data reception 

smoother. This wireless network card does not require the installation of any drivers 

before it can be used, and Bluetooth and Wi-Fi will be automatically detected. The two 

antennas can also rotate within 90 degrees. 

The third component is webcam. USB were connected the to the monitor. It will 

detect facemask or non-facemask image in real time and able to transmit the result to 

monitoring devices such as host's PC or smartphone. 

Figure 3.3 System Hardware 
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3.5 Detection Algorithm 

While this algorithm was accurate, it required too much processing power to run on 

the Jetson Nano in its current form. Simplified the algorithm to use a single-shot object 

detection model as part of the Nano transition, recognizing the following object classes: 

• Face with mask 

• Face without mask 

• Face not visible 

The face not visible class is required for tracking, as the system need to track heads 

even when they are not looking at the camera. 

Next, manually created a dataset of mask training images by downloading images 

from the Internet and extracting frames from downloaded videos because there was no 

previous object detection dataset with these categories. MakeSense.AI, an open-source 

image labelling tool, was used to label the images. This process used dataset for the 

majority of the development process because it contains JPEimages and Anotations with 

1, 706 across all classes. The result is shown in Figure. This dataset were expanded after 

the development process was largely completed by combining it with other publicly 

available sources. 

Figure 3.4 Annotation & JPEG Images of dataset 
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3.6 Embedded Program 

Based on Figure 3.4, shows the code for Jetson Nano streaming in real-time and 

have connection between the input which are the webcam by using USBCAM 

protocol. The Visual Studio Code software were used to implement for running coding 

on Jetson Nano. Microsoft's Visual Studio Code is a source-code editor for Windows, 

Linux, and macOS. Debugging, syntax highlighting, intelligent code completion, 

snippets, code refactoring, and integrated Git are among the features . Users may 

customize the theme, keyboard shortcuts, and preferences, as well as install extensions 

that offer new features. 

Figure 3.5 Webcam program code 
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For the mask detection monitoring process, Nvidia Jetson Nano will determine 

percentage of mask wearers in an area from a surveillance camera perspective. The 

system will track the number of people in a large viewing area (90°+ horizontal field of 

view, at up to 35 feet from the camera). Also, the system will determine whether 

individuals are masked or unmasked. The streaming process will display on stream 

camera view with detection results and live statistics over IP. Figure 3.6 shows the code 

for the statistic to detect the face mask detection. 

Figure 3.6 Alert condition program code 
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CHAPTER4 

RESULTS AND DISCUSSION 

4.1 Introduction 

This chapter will be focusing the real-time result obtained during the project 

period. The project of implementing real-time for Jetson Nano for facemask detection in 

a crowd place. This project is to verify and analyses the effectiveness of implementing 

monitoring system. The result will behighlighted in this chapter. 

4.2 Running System on a Jetson Nano 

Firstly, based on Figure 4.1 ; we use software Putty on the laptop to run the system by 

via-Wi-Fi or using IP address. The reason we use Putty because we want eliminates the 

usage of cables that are not necessary to be use. So, figure 4.2.1 below show the interface 

of the Jetson Nano by using Putty for monitoring system. 

lifl'' COM3 - Pu TTY 

Ubuntu 18.0i.6 LTS group83dp-desktop ttyGSO 

groupBsdp-desktop login : group8sdp 
Password : 
Last login : Kha Jan 20 16:12:09 +03 2022 on ttyGSO 
Welcome to llbuntu 18 . 04.6 LTS (GNU/Linux 4 . 9 . 253-tegra aarch64) 

• Documentacion: 
Managemt:nt: 

* Support : 

https://help.ubuntu.com 
https://landscape.canonical.com 
http~://ubuntu.com/advantaQe 

This system has been minimized by removing packages and content that are 
not required on a ~y~tem that u~ers do not log into. 

To restore this content, you can run the 'unminim.ize 1 com:n.and. 

25 updates can be applied ilr.mediately. 
17 of these updates are 3tandard security updates. 
To ~ee these add1~ional upda~es run: ap~ lis~ --upgradable 

qroup8~dp@qroup8~dp-de~k~op:-$ I 

Figure 4.1 Software Putty Setup 
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Figure 4.2 IP address command 

Based on Figure 4.2, the first step to run the system are we need find local 

Jetson Nano IP address using ifconfig. This address will be used later to view a live 

video stream from the camera and to interact with the Nano from a web server. Next, 

make sure a USB camera is connected to the Nano, and then start the system by 

running the following command: 

sudo docker run --runtime nvidia --privileged --rm -it -en 

MASKCAM_DEVICE_ADDRESS=<your-jetson-ip> -p 1883:1883 -p 8080:8080-p 

8554:8554 maskcam/maskcam-beta 

The system container should start running the maskcam _ run.py script, using the 

USB camera as the default input device (/dev/videoO). It will produce various status 

output messages (and error messages if it encounters problems). If there are errors, 

the process will automatically end after several seconds. 

Otherwise, after 30 seconds or so, it should continually generate status messages 

(such as Processed 100 frames ... ) 
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4.3 System Output 

11 ... •"' ;: 111 11::: /: 

Figure 4.3 Output display on VLC 

Figure 4.3 shows the output result from the whole system. The output display can 

be monitoring by using VLC media player software. VLC is a free and open-source cross

platform multimedia player and framework that plays most multimedia files as well as 

DVDs, Audio CDs, VCDs, and various streaming protocols. The system had been testing 

at PAP Cafe, UMP Pekan as shown in Figure 4.4 and had successfully got the good result 

based on the face mask detection. The system will indicate either the person wears a mask 

or not. If the person wears a mask, green box will appear on the face of person and 

otherwise if the person does not wear a mask the red box will indicate during the 

streaming process. 
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Figure 4.4 Running test run at PAP Cafe, UMP Pekan 

4.4 Discussion 

This project covers a fair number of technologies from hardware to software, and 

then combine them to develop crowd monitoring system. A vast body of technical 

research and testing were done to find out appropriate technologies for these projects. 

During development, there are several problems arising which help the developer learns 

not only technical but also problem-solving skills by finding out how to face those 

challenges. It is obvious that many functions still can be developed further. 
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4.5 Obstacles 

The crowd monitoring system meets most of requirements, but some problems 

still exist. Therefore, further developments can be considered. There are two obstacles 

that we found in doing this project. 

First, the monitoring on streaming process need the good or high-speed internet 

connection. On the testing runs, the error could occur anytime if the internet connection 

is not in good condition. So, we need the high-speed internet connection to run the 

system. 

Lastly, although this merged dataset was substantially larger than our initial 

dataset, it had two key flaws: it only had two object classifications (mask and no mask), 

and it lacked consistent labelling criteria because it was a compilation of several datasets 

collected for unrelated purposes. Some datasets, for example, only included labels for 

mask-wearing faces, whereas non-masked faces were ignored. Any additional faces were 

omitted in one of the datasets because there was only one label in the scene's centre. 

4.6 Limitation 

The limitation of the system is although the precision of mask and no mask 

objects has increased, the system has a tougher time with not visible objects due to their 

limited quantity. As a result, the tracker occasionally loses track of people who are not 

looking at the camera, although the system as a whole works better for those whose faces 

are plainly visible. Overall, we believe this model is a quantitative and qualitative 

improvement over our previous model. 
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CHAPTERS 

CONCLUSION AND RECOMMENDATION 

5.1 Conclusion 

In conclusion, the Jetson Nano had to be a useful enabling technology for edge applications requiring 

significant processing power. The NVIDIA hardware and software ecosystem accelerates the timeline for 

developing intelligent devices. 

After completing the efforts to containerize the crowd monitoring system application, we have a 

fully functional prototype of the mask detection camera. The camera can monitor 

crowds places and detect on mask detections. A live stream of the camera feed, with detections drawn on 

each frame, can be viewed over a local network. There are a few drawbacks to utilising the Jetson Nano, 

particularly when migrating apps to other platforms, however NVIDIA's support network helps to mitigate 

these. While the Jetson Nano's pricing and power consumption may not suit all applications, for those that 

do, team members wishing to construct edge AI processing systems can explore the Na 
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5.2 Recommendation 

To summarize, to improve this project in future, several recommendations have been identified 

there is still work that needs to be done for Nvidia Jetson Nano to make it more powerful for building 

IoT applications. We can improve on object detection model. 

Since the goal of this project was to create a smart camera prototype and evaluate the Jetson Nano 

rather than create the most accurate face mask detector possible, there's room for improvement in 

components like the object detection model and tracking parameters, which can vary significantly 

depending on camera setup (distance, angle, and lighting conditions). 

For the object detection model, steps that could be taken to improve performance include: 

• Provide object visual features to the·tracker, to improve matching accuracy. 

• Consider detection consistency and the number of frames the tracker needs to interpolate to find a 

better balance between model accuracy and inference time. 

• Crop frame areas to improve object resolution at the object detector input (evaluate doing it 

automatically using optical flow) 

• Curate the dataset more carefully, including all labels for the not visible class at the very least. 
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APPENDICES 

Appendix A: Gantt Chart for the Development of the System Setup on 
Jetson Nano for Smart Crowd Covid Monitoring System. 

Appendix B: List Component Price for Project development 

'Nl Wl '"4 

No Component Quantity Status Price (RM) 

1. NVIDIA Jetson Nano 1 To buy 550.00 

Development Kit Rev.801 

2. AC8265 Wi-Fi Bluetooth NIC 1 To buy 96.80 

Module for Jetson Nano 

3. We beam fJmJ§Q,Q Luminous c30 1 To buy 129.00 

Total 775.8 
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