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Abstract 

Distributed Denial of Service (DDoS) attacks pose a significant threat to cloud computing environments, 

necessitating advanced detection methods. This review examines the application of Machine Learning (ML) and 

Deep Learning (DL) techniques for DDoS detection in cloud settings, focusing on research from 2019 to 2024. It 

evaluates the effectiveness of various ML and DL approaches, including traditional algorithms, ensemble methods, 

and advanced neural network architectures, while critically analyzing commonly used datasets for their relevance 

and limitations in cloud-specific scenarios. Despite improvements in detection accuracy and efficiency, challenges 

such as outdated datasets, scalability issues, and the need for real-time adaptive learning persist. Future research 

should focus on developing cloud-specific datasets, advanced feature engineering, explainable AI, and cross-layer 

detection approaches, with potential exploration of emerging technologies like quantum machine learning. 

Keywords: DDoS Attack Detection; Machine Learning; Deep Learning; IDS; Cloud Computing Security 

1. Introduction 

In the rapidly evolving field of cloud computing, Distributed Denial of Service (DDoS) attacks have become a 

significant threat to the functioning and safety of online services. These attacks, overwhelming target systems with 

excessive traffic from multiple sources, have increased in both frequency and complexity. Netscout reported over 

7 million global DDoS attacks in the latter half of 2023, a 15% increase from the preceding six months [1]. 

Similarly, Cloudflare's Q4 2023 DDoS Threat Report revealed a 117% year-over-year surge in HTTP DDoS 

attacks, with cloud and IT services as primary targets [2]. This trend requires urgent need for effective detection 

and prevention methods, especially in cloud environments where resources are shared and the potential for 

widespread damage is considerable. To fully appreciate the gravity of this issue, it is essential to understand the 

role of cloud computing in modern digital infrastructure and the specific vulnerabilities it presents to DDoS attacks. 

Cloud computing, with its scalability, flexibility, and lower costs, has become very important for today's digital 

infrastructure. However, this centralization of resources makes it a target for cybercriminals [3]. The impact of 

DDoS attacks on cloud environment can be severe. Service disruptions can render cloud services unavailable, 

affecting not just the target but potentially multiple clients sharing the same infrastructure. The financial losses 

can be significant, with a report by Ponemon stating that IT systems downtime costs about $9,000 per minute on 

average for large companies [4]. Frequent service disruptions can cause customers to lose trust and the company's 

reputation can be hurt. Also, in cloud environment, DDoS attacks can lead to rapid consumption of computing 

power, which might lead to higher costs for cloud users [5]. 
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Figure 1. DDoS attack in cloud environment 

The adoption of cloud computing continues to accelerate. According to Gartner projections, the deployment of 

new digital workloads on cloud-native platforms is expected to rise from 30% in 2021 to more than 95% by 2025 

[6]. This rapid shift amplifies the importance of developing effective DDoS detection mechanisms tailored to cloud 

architectures. The COVID-19 pandemic has further accelerated cloud adoption, with Nemertes reporting that 64% 

of organizations are expected to use cloud-based solutions more than initially planned due to the pandemic [7]. 

Traditional methods of DDoS detection, such as signature-based approaches and static threshold mechanisms, 

have proven inadequate in the face of increasingly sophisticated and dynamic attack vectors. These methods often 

struggle with adaptability, failing to detect new or evolving attack patterns [8]. They may not efficiently handle 

the massive data volumes in cloud environments, and often misclassify legitimate traffic spikes as attacks, 

particularly in dynamic cloud settings [9]. 

To address these limitations, researchers has increasingly turned to more advanced techniques, particularly 

machine learning (ML) and deep learning (DL). These approaches offer promising solutions for detecting DDoS 

attacks in cloud environments. They excel at analyzing complex patterns, adapt to new threats, and handle large-

scale data processing. ML and DL algorithms can learn from historical data, identify subtle anomalies, and make 

real-time predictions, characteristics that align well with the dynamic nature of cloud computing [10], [11], [12]. 

Machine learning encompasses a wide array of algorithms. These algorithms can learn from data without explicit 

programming [13]. They fall into several categories. Supervised learning methods like Support Vector Machines 

(SVMs) and Random Forests. Unsupervised techniques comprise K-means clustering and Principal Component 

Analysis (PCA). Semi-supervised approaches combine small amounts of labeled data with larger sets of unlabeled 

data. This combination aims to improve detection accuracy.  

In addition to these traditional machine learning approaches, deep learning techniques have emerged as particularly 

promising for DDoS detection due to their ability to model highly complex data relationships. Deep learning, a 

subset of machine learning, uses artificial neural networks with multiple layers to model complex patterns in data 

[14]. Several deep learning architectures show promise for DDoS detection. Convolutional Neural Networks 

(CNNs) are effective at identifying spatial patterns in network traffic data. Recurrent Neural Networks (RNNs) 

and Long Short-Term Memory (LSTM) networks can capture temporal dependencies in traffic flows. 

Autoencoders are useful for anomaly detection. They learn to reconstruct normal traffic patterns.  

The primary objective of this review is to provide a comprehensive and up-to-date analysis of ML and DL 

approaches specifically tailored for DDoS attack detection in cloud environments. While previous reviews have 

explored DDoS detection in general network settings or specific contexts like Software-Defined Networking 

(SDN), this paper aims to offer a focused examination of ML and DL techniques applied to cloud-based DDoS 

detection. The review will evaluate the effectiveness of various ML and DL methods, identify current challenges 

and limitations in this field, and highlight potential directions for future research. Additionally, this study will 

provide a detailed analysis of available datasets for DDoS detection in cloud environments, examining their 

characteristics, strengths, and limitations. This comprehensive evaluation of datasets will offer valuable insights 

for researchers selecting appropriate data for their studies. By addressing these aspects, the study aims to fill a 

crucial gap in the existing literature and provide valuable insights for researchers and practitioners working on 

enhancing security in cloud computing infrastructures. 

The contributions of this review paper are to provide a comprehensive analysis of the current state of research in 

applying ML and DL approaches to DDoS attack detection in cloud environments. Specifically, these contributions 

are to: 
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1. Evaluate the effectiveness of various ML and DL techniques in detecting and classifying DDoS attacks. 

2. Evaluate and analyze available datasets for DDoS attack detection in cloud environments, providing a detailed 

examination of each dataset's characteristics, strengths and limitations. 

3. Identify challenges and limitations in current research in the field of ML and DL approaches for detecting 

DDoS attacks in cloud environment.  

4. Identify potential directions for future work in DDoS detection. 

This paper is structured in several sections. Section 2 reviews related works, focusing on recent surveys about 

DDoS attack detection. Section 3 explains the methodology used for this review. It covers the search strategy, 

inclusion and exclusion criteria, and data extraction methods. Section 4 provides an overview of DDoS attacks in 

cloud environments. It discusses various attack types. Sections 5 and 6 form the core of the review. They examine 

ML and DL approaches for DDoS detection, respectively. These sections analyze recent research, including 

methods, datasets, and performance metrics. Section 7 discusses analysis of datasets used in DDoS detection in 

cloud environment. Section 8 discusses challenges and limitations in current research. Section 9 explores future 

research directions of deep learning-driven DDoS attack detection in cloud environments. Section 10 concludes 

the paper and suggests future research directions. Throughout the paper, tables and figures summarize key findings 

and compare different approaches. 

2. Related Work 

DDoS attacks are becoming more frequent in cloud environments. This has led to extensive research on detection 

and prevention methods. Many researchers now focus on ML and DL techniques. This section critically examines 

recent survey papers and reviews in this field. It analyzes their contributions and identify research gaps. The aim 

is to place the current review in context within the broader field of DDoS attack detection research. The focus is 

specifically on cloud environments. This analysis helps us understand the current state of research and shows how 

our review contributes to existing knowledge in this area. 

Table 1 presents a comparative overview of related survey papers on this topic, illustrating the scope and focus of 

recent literature. In the table, '✓' indicates that the paper thoroughly discusses the topic, '*' denotes partial 

discussion, and 'x' signifies that the topic was not discussed. This notation helps to quickly visualize the coverage 

and emphasis of each review paper across different aspects of DDoS attack detection in various environments. 

Table 1: Comparative overview of related survey papers on this topic 

Paper Year Focused 

domain 

ML methods DL 

methods 

Dataset 

analysis 

Time frame 

covered 

[15] 2024 DDoS in SDN 

enabled cloud 

*  * X NA 

[16] 2023 DDoS in 

network 

security 

✓ x ✓ 2023 and older 

[17] 2022 IDS in cloud 

environment 

* x * 2010 - 2020 

[18] 2021 Cloud security ✓ x * 2004 - 2019 

This 

paper 

2024 DDoS in cloud 

environment 
✓ ✓ ✓ 2019 - 2024 

Chahal et al. [15] reviewed DDoS attacks and defenses in SDN-enabled cloud environments. The authors covered 

a detailed classification of DDoS attack types and strategies. The review also covered defense mechanisms for 

these specific infrastructures. The authors examined minor ML and DL-based detection methods. Additionally, 

the study addressed the unique challenges of SDN's dynamic nature. It also discussed scalability issues in cloud 

environments. The review concluded by identifying open research problems. It emphasized the need for more 

adaptable and scalable DDoS defenses. These improved solutions are crucial for SDN-enabled cloud systems. 

Najafimehr et al. [16] performed a thorough review of DDoS attacks and machine learning-based detection 

methods. The authors created a detailed classification of DDoS attack types, strategies, and defense mechanisms. 

The review focused on ML techniques. The authors examined various ML-based detection approaches. These 
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included supervised, unsupervised, and hybrid methods. The authors outlined the benefits and drawbacks of each 

technique. The researchers discussed several challenges in this field. These included diverse attack types, network 

heterogeneity, and complex communication protocols. Different relevant datasets were analyzed, noting their 

strengths and weaknesses. The review also suggested future research directions to address current gaps. 

Lata and Singh [17] conducted a comprehensive study on IDS in cloud environments. The researchers examined 

current security methods and future research areas, providing a detailed overview of cloud security issues. The 

study emphasized the importance of feature selection and analyzed various IDS techniques. The authors classified 

these techniques based on the types of attacks identified, their placement, and configuration. Categories included 

signature-based, anomaly-detection-based, VM introspection-based, hypervisor introspection-based, and hybrid 

IDS techniques. The authors discussed the strengths and limitations of each approach. The researchers also 

reviewed existing datasets used for IDS performance evaluation. 

Bou Nassif et al.  [18] conducted a systematic review in 2021. They focused on ML techniques used for cloud 

security. The review categorized results into three main areas. These were types of cloud security threats, ML 

techniques used, and performance outcomes. The researchers identified 11 cloud security areas. DDoS and data 

privacy were the most common threats. The authors analyzed 63 studies in total. Support Vector Machines (SVM) 

emerged as the most popular ML technique. SVM was used in both hybrid and standalone models. The authors 

found 13 different evaluation metrics. The true positive rate was the most frequently applied metric.  

While these previous reviews offer valuable insights, there are some gaps in the existing literature. Many reviews 

primarily focus on general network environments security, with limited exploration of the unique challenges posed 

by cloud environments in DDoS detection. There is a notable lack of comprehensive comparative analysis of 

various ML and DL approaches specifically tailored for cloud-based DDoS detection. Furthermore, recent 

advancements in ML and DL techniques optimized for cloud environments have not been fully explored in some 

reviews. Additionally, the analysis of datasets specific to cloud-based DDoS detection scenarios is often limited 

or absent in existing literature. The current review aims to address these gaps by providing a focused, up-to-date 

analysis of ML and DL approaches for DDoS attack detection in cloud environments, complementing and 

extending the insights from existing reviews that cover broader or different network contexts. 

3.  Methodology  

To conduct a comprehensive review of ML and DL approaches for detecting DDoS attacks in cloud environments, 

the study employed a structured methodology. This approach encompasses a detailed search strategy, clearly 

defined inclusion and exclusion criteria, screening, and systematic data extraction and synthesis methods.  

 

Figure 2. Methodology process 
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3.1 Search Strategy 

The literature search focused on Scopus, one of the largest abstract and citation databases of peer-reviewed 

literature. Scopus covers scientific journals, books, and conference proceedings in various fields, including 

computer science, engineering, and information technology [19]. Scopus was chosen for its comprehensive 

coverage, advanced search features, and robust citation analysis capabilities. Its interdisciplinary scope is 

particularly suitable for the topic at hand, which spans cloud computing, cybersecurity, and machine learning. 

The following search string was used in Scopus: 

("DDoS" OR "Distributed Denial of Service") AND ("Cloud" OR "Cloud Computing" OR "Cloud Environment") 

AND ("Machine Learning" OR "Deep Learning" OR "Neural Network" OR "Artificial Intelligence") 

This search string was designed to capture papers discussing DDoS attacks in cloud environments, with a specific 

focus on ML and DL approaches. This initial search yielded a total of 526 papers. 

3.2 Inclusion and Exclusion Criteria 

The following inclusion criteria were applied: 

 Articles published between 2019 and 2024 

 Peer-reviewed journal articles and conference proceedings 

 Studies focusing on DDoS attack detection in cloud computing contexts 

 Works proposing or evaluating ML or DL methods 

 Papers published in English 

Papers were excluded based on the following criteria: 

 Studies not specifically addressing cloud environments 

 Works focusing solely on DDoS mitigation without addressing detection 

 Papers discussing only traditional detection methods without machine learning components 

 Review articles, editorials, or opinion pieces 

After applying these criteria, 232 papers remained for further evaluation. 

3.3 Screening 

The screening phase involved a thorough examination of the remaining 232 papers. This process included title and 

abstract screening, where each paper's title and abstract were carefully reviewed to ensure relevance to the research 

question and adherence to the inclusion criteria. After this screening process, 40 papers were selected for the final 

in-depth analysis and synthesis. 

3.4 Data Extraction and Synthesis Methods 

The data analysis process for the 40 selected papers involved several key steps. Initially, each paper underwent a 

thorough examination to extract relevant information, including research objectives, methodologies, key findings, 

and conclusions. This information was then categorized based on various aspects such as ML/DL techniques used, 

types of DDoS attacks addressed, and specific cloud environment contexts. A comparative analysis was conducted 

to identify patterns, trends, and gaps in the current research. The strengths and limitations of each approach were 

evaluated, considering factors such as detection accuracy. The analyzed information was then synthesized to draw 

meaningful conclusions about the state of ML and DL approaches for DDoS attack detection in cloud 

environments. 

4. Overview of DDoS Attacks in Cloud Environments 

DDoS attacks have evolved into a significant threat to cloud computing environments, exploiting the very features 

that make cloud services attractive. These attacks aim to overwhelm target systems, rendering them unavailable to 

legitimate users [20]. Understanding the types of DDoS attacks, is crucial for developing effective defense 

mechanisms. 
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4.1 Types of DDoS Attacks 

DDoS attacks targeting cloud environments can be broadly categorized into three main types, each exploiting 

different vulnerabilities and presenting unique challenges: 

Volumetric Attacks: These attacks aim to saturate the bandwidth of the target system. In cloud environments, they 

often exploit the elastic nature of resources, potentially causing unexpected scaling and associated costs [21]. 

Types of Volumetric Attacks include UDP Flood, ICMP Flood, DNS Amplification, and NTP Amplification.  

Protocol Attacks: These attacks target layer 3 and layer 4 of the OSI model, exploiting vulnerabilities in network 

protocols. In cloud settings, they can be particularly challenging due to the distributed nature of resources [16]. 

Types of Protocol Attacks include SYN Flood, Ping of Death, Smurf Attack, and TCP State-Exhaustion. 

Application Layer Attacks: These sophisticated attacks target vulnerabilities in web applications and are often 

difficult to distinguish from legitimate traffic [22]. They are particularly effective against cloud-based web 

services. Types of Application Layer Attacks include HTTP Flood, Slowloris, RUDY (R-U-Dead-Yet), and DNS 

Query Flood. 

5. Machine Learning Approaches for DDoS Detection 

ML has become a valuable tool for detecting and combating DDoS attacks in cloud environments. These methods 

can learn from data and recognize patterns without much human input. They can also make decisions 

automatically. Many studies have looked at how well different ML algorithms can detect DDoS attacks. This 

research has been done extensively in recent years. Table 2 provides a summary of these studies. The results show 

that ML is effective for this purpose. 

Table 2 provides a thorough summary of recent research on ML techniques for DDoS attack detection in cloud 

environment. It covers various techniques, from basic methods to advanced ones. Basic methods include Naïve 

Bayes, Decision Trees, and Support Vector Machines. Advanced approaches involve ensemble methods models. 

The studies in the table are from 2019 to 2024. This shows that researchers are continuously working to make 

DDoS detection more accurate and efficient.  

Table 1: Recent research on ml techniques for DDoS attack detection 

Ref Year Method Dataset(s) Performance 

(Accuracy %) 

Limitations 

[23] 2024 Naïve Bayes KDD, NSL-DD & 

CIDDS 

99.75 High false positive rates & 

not real-time detection. 

[24] 2024 DT, RF Generated from 

experimental 

simulation 

99.5 for both 

DT & RF 

The findings are based on 

simulations, which does 

not fully capture the 

complexities of real-world 

VANET Cloud 

environments 

[25] 2024 RDAER CICDDoS 2019 99.92 Makes use of one dataset, 

limiting the 

generalizability of the 

framework 

[26] 2024 SVM, RF, ANN, NB, 

Isolation Forest 

KDD Cup 1999 SVM: 99.85, 

RF: 99.99, 

ANN: 99.92, 

NB: 92.21, 

Isolation 

Forest: 79.71 

The study used an 

outdated dataset 
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[27] 2023 DT, NB, SVM, KNN Generated from 

experimental 

simulation 

DT: 99.9 

NB: 99.7 

SVM: 98.9 

KNN: 98.7 

The feature selection 

process used in this study 

may not be fully 

optimized, potentially 

impacting the 

effectiveness of the 

model. 

[28] 2023 Gaussian Naïve Bayes CICDDoS2018 97.57 The study solely utilizes 

on dataset, potentially 

limiting the 

generalizability of the 

findings to other datasets 

[29] 2023 Ensemble Classifier 

(SVM, LSTM, 

XGBoost, FLN) 

NSL-KDD, 

Kyoto, and CSE-

CIC-IDS-2018 

NSL-KDD: 

99.01, 

Kyoto: 98.99 

CSE-CIC-IDS-

2018: 99.99 

Lacks current datasets. 

Imbalanced datasets.  

[30] 2023 DT, NB, SVM, and 

KNN 

CICDDoS2019 DT: 99,  

NB: 96 

KNN: 95 

SVM: 98 

Difficulty in determining 

optimal fusion strategies 

[31] 2023 Stacked-Ensemble CICIDS-2017 99.9 The method may not 

detect zero-day attacks 

[32] 2023 Hybrid SVM-KNN-LR IIOT Cloud 

Dataset 

96 The study primarily relies 

on a single dataset 

[33] 2023 LR, RF, & NB Own generated LR: 99.97, 

RF: 96.83 

NB: 92.68 

The study focusses on 

OpenStack, while relevant 

to specific cloud 

environments, limits the 

generalizability of the 

findings to other cloud 

platforms. 

[34] 2022 CNN-RF CIDDS-001 99.99 The system has not been 

tested in a genuine 

operational environment 

[35] 2022 Perplexed Bayes 

Classifier 

NSL-KDD 99.15 The study solely utilizes 

on dataset, potentially 

limiting the 

generalizability of the 

findings to other datasets 

[36] 2022 K-means clustering KDD99 97.80 The study used an 

outdated dataset 
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[37] 2022 SaE-ELM NSL-KDD  97.23 Exhibit longer training 

times 

ISCX IDS 2012 91.46 

CIDDS-001 99.28 

[38] 2022 Decision Tree 

Detection 

GureKddcup 98.42 The model is evaluated 

with one dataset 

[39] 2021 DT, KNN, ANN, 

SNM, RF, & NB 

ISOT-CID DT: 100 

KNN: 100 

ANN: 94 

SVM: 84 

RF: 100 

NB: 60 

Lack of real-time 

performance. Reliance on 

a vast dataset. Potential 

slowdown in real network 

deployment. 

[40] 2021 SaE-ELM NSL-KDD 86.80 It takes longer training 

times 

ISCX IDS 2012 98.90 

UNSW-NB15 89.17 

CICIDS 2017 99.99 

[41] 2021 Majority Voting 

Ensemble 

CICDDOS2019 98.02 The model is evaluated 

with one dataset 

[42] 2020 V-ELM NSL-KDD 99.18 High computational 

resources required for 

training ISCX 92.11 

[31] 2024 BaysCNN, 

BaysFusCNN 

CICDDoS2019 
 

Focused on one dataset 

 

Shang [23] proposed a DDoS attack detection system based on the Naive Bayes algorithm. The system was 

evaluated using multiple datasets, including KDDCUP99, NSL-KDD, and CIDDS. The proposed approach 

achieved a high detection accuracy of 99.75%. The author highlighted that while the Naive Bayes algorithm is 

simple and effective, it exhibited high false positive rates and did not detect DDoS in real-time. The study also 

compared the Naive Bayes algorithm with other machine learning techniques like Random Forest, showing that 

Naive Bayes had better predictive power in identifying DDoS attacks. 

Setia et al. [24] proposed a DDoS attack detection system for VANET Cloud environments using various machine 

learning models, including Decision Tree (DT), Random Forest (RF), K-Nearest Neighbour (KNN), Naive Bayes 

(NB), Logistic Regression (LR), and Kernel SVM. The system was evaluated using datasets generated from NS2 

simulations. The DT and RF models achieved the highest detection accuracy of 99.59%, while the KNN, NB, and 

LR models also performed well with accuracies of 97.74%, 97.13%, and 97.13% respectively. However, the 

Kernel SVM model demonstrated significantly lower performance with an accuracy of 58.40%. Additionally, the 

findings are based on simulations, which may not fully capture the complexities of real-world VANET Cloud 

environments.  
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Songa and Karri [25] introduced a DDoS attack detection framework named RDAER, which integrates multiple 

machine learning techniques including Recursive Feature Elimination (RFE), Density-Based Spatial Clustering of 

Applications with Noise (DBSCAN), Auto Regressive Integrated Moving Average (ARIMA), Exponential 

Smoothing, and a Rule-based Classifier. Their system was evaluated using the CICDDoS 2019 dataset and 

achieved an impressive accuracy of 99.92%. The RDAER framework focuses on early detection by analyzing 

traffic at the SDN switch level and consolidating data through event correlation.  

Rexha et al. [27] developed a system to detect DDoS attacks using ML. They tested several algorithms: DT, SVM, 

NB, and KNN. The system was evaluated with data from simulated DDoS and MitC attacks. DT performed best, 

with 99.9% accuracy. NB followed at 99.7%, then SVM at 98.9%, and KNN at 98.7%. The study noted that feature 

selection process employed in the study may not be fully optimized, potentially impacting the accuracy and 

effectiveness of the detection model. 

Naiem et al. [28] proposed an enhanced DDoS detection system using a Gaussian Naïve Bayes (GNB) classifier, 

focusing on improving its efficiency through iterative feature selection and data preprocessing. The system was 

evaluated using the CICDDoS2018 dataset. The proposed enhancements led to a 2% increase in accuracy for the 

mutual information model and an average overall accuracy and precision improvement of 1.5%. The authors 

addressed the zero-frequency problem by replacing missing values with the mode or mean and handled data 

imbalances using SMOTE. Despite these improvements, the GNB classifier's accuracy remained lower than other 

classifiers such as DT, RF, and SVM, primarily due to the zero-frequency issue and the assumption of feature 

independence. 

Mishra et al. [35] introduced a novel DDoS attack detection framework utilizing the Perplexed Bayes Classifier. 

The system was trained and tested using the NSL-KDD dataset, achieving an impressive accuracy of 99.15%. The 

proposed classifier was compared with existing ML algorithms such as NB and RF, demonstrating superior 

performance. Additionally, the study compared the classifier with nature-inspired feature selection methods like 

Genetic Algorithm (GA) and Particle Swarm Optimization (PSO), finding that the Perplexed Bayes Classifier 

outperformed these methods by 2% and 8%, respectively.  

Arunkumar and Kumar [36] proposed a method for detecting DDoS attacks in cloud environments using a 

combination of rule-based classification and K-Means clustering. The system was evaluated using the KDD 99 

dataset, achieving an accuracy of 97.8%. The approach involves capturing traffic, extracting vital attributes using 

entropy, grouping traffic using K-Means clustering, and classifying it with a rule-based system. The proposed 

method demonstrated high accuracy and low false positive rates in detecting UDP, TCP, and ICMP-based 

malicious traffic.  

Kushwah and Ranga [40] proposed a DDoS attack detection system based on an improved Self-adaptive 

evolutionary extreme learning machine (SaE-ELM). Their system was evaluated using multiple datasets, including 

NSL-KDD, ISCX IDS 2012, UNSW-NB15, and CICIDS 2017. The proposed approach achieved high detection 

accuracies across all datasets, ranging from 86.80% to 99.99%. The authors improved the original SaE-ELM by 

incorporating two additional features: the ability to adapt the best suitable crossover operator and automatic 

determination of the appropriate number of hidden layer neurons. These enhancements aimed to improve the 

learning and classification capabilities of the model. While the system showed improved performance compared 

to the original SaE-ELM and other state-of-the-art techniques, it did exhibit longer training times. 

Kushwah and Ranga [42] proposed a DDoS attack detection system based on a voting extreme learning machine 

(V-ELM) classifier. Their system was evaluated using two benchmark datasets, NSL-KDD and ISCX intrusion 

detection datasets. The proposed approach achieved detection accuracies of 99.18% with the NSL-KDD dataset 

and 92.11% with the ISCX dataset. The V-ELM classifier uses multiple extreme learning machines 

simultaneously, combining their results through majority voting to improve detection accuracy and reduce false 

alarms. 

6. Deep Learning Approaches for DDoS Detection 

In recent years, DL techniques have emerged as powerful tools for detecting DDoS attacks in cloud environments. 

These advanced machine learning models, inspired by the structure and function of the human brain, have 

demonstrated remarkable capabilities in identifying complex patterns and anomalies in network traffic data [40]. 

Unlike traditional machine learning approaches, deep learning models can automatically extract high-level features 

from raw data, making them particularly well-suited for the dynamic and complex nature of cloud computing 

environments [41]. 
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This section explores the application of various deep learning techniques in DDoS attack detection within cloud 

environments. We will examine the strengths and weaknesses of each approach, discuss their implementation 

challenges, and evaluate their performance in real-world scenarios. By understanding these advanced 

methodologies, we can gain insights into the current state-of-the-art in DDoS detection and identify potential areas 

for future research and improvement. Table 3 provides a summary of recent research on DL techniques for DDoS 

attack detection in cloud environment. 

Table 2: Recent research on DL techniques for DDoS attack detection 

Ref Year Method Dataset Performance 

(Accuracy %) 

Limitations 

[43] 2024 BaysCNN, 

BaysFusCNN 

CICDDoS2019 BaysCNN: 99.66, 

BaysFusCNN: 

99.79 

The study's reliance on 

offline datasets limits its 

applicability to dynamic 

real-world DDoS attack 

scenarios. 

[44] 2024 CNN-DT CIDDS-001 99.97 The dataset used in the 

study suffers from 

limited features, class 

imbalance, and data 

duplication, potentially 

impacting the depth of 

analysis and reliability of 

results. 

[45] 2024 Bi-LSTM CSE-CIC-

IDS2018-AWS, 

CICIDS2017, CIC 

DoS datasets 

(2016) and source 

dataset 

97.00 The study focuses on 

evaluating the model's 

performance using 

offline datasets. 

However, real-world 

DDoS attacks occur in 

dynamic network 

environments with real-

time traffic flows. 

[46] 2024 Deep Neural 

Network 

NSL-KDD 96.31 The model is evaluated 

with one dataset 

[47] 2024 EFS-DNN CIC-IDS 2017 96.12 Exhibited computational 

complexity. 

Limited Discussion on 

Mitigation Strategies 

[48] 2024 ML & DL CIC-IDS 2017 CNN: 95.85 

LSTM:  96.49 

Bi-LSTM: 96.34 

GRU:96.22 

Limited Discussion on 

Computational 

Complexity 

[49] 2023 Hybrid CNN-

LSTM 

CICIDS 2017 

 

97.9 The current study lacks 

real-time detection 

capabilities for network 

anomalies 

[50] 2023 Ensemble-based 

DL combining K-

means clustering 

with deep learning 

classifiers (CNN, 

RNN, GRU, DNN, 

LSTM) 

CICIDS 2018, 

SDN-based DDoS 

attack datasets 

99.68 Limited Focus on Real-

Time Attack Detection 

and Mitigation 

[51] 2023 MMEDRL-ADM SDN-specific 

dataset created 

using a mininet 

emulator 

Training, testing 

split (70:30) 

98.84 

(60:40) 

98.19 

Limited Discussion on 

the Impact of Network 

Dynamics on Detection 

Accuracy 
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[52] 2023 FACVO- DNFN NSL-KDD  93.04 The proposed model does 

not support real-time 

applications 
BoT-IoT 92.00 

[53] 2023 GHLBO-DSA BoT-IoT 91.70 The study doesn't include 

an overhead analysis of 

the proposed model 
NSL-KDD 91.40 

[8] 2023 HA-LRDD CIC-DDoS2019 Detection Rate: 

95.32 

Needs significant 

computational resources 

[54] 2023 Hybrid LSTM and 

RNN for feature 

selection, MLP 

Classifier for 

detection 

Kaggle dataset 98.85 The authors acknowledge 

the dataset has been 

modified from its original 

form to protect 

confidential information. 

This modification could 

potentially impact the 

representativeness of the 

dataset and the 

generalizability of the 

study's findings. 

[55] 2022 LSTM CICDDoS 2019 99.83 High computational cost 

during training and 

testing; the system was 

not tested in a real cloud 

environment. 

[56] 2022 DNN with Particle 

Swarm 

Optimization 

CICIDS 2017 99.81 The model is evaluated 

with one dataset 

[57] 2022 Deep Generative 

Radial Neural 

Network 

NSL-KDD 90.00 The study evaluates the 

model using simulation 

parameters 

[58] 2021 FS-WOA–DNN CICIDS2017 95.35 High computational 

complexity and resource 

consumption during 

feature selection and 

classification 

[59] 2021 Big data and DL 

techniques 

KDDCUP99 99.73 The study is limited by its 

evaluation on a single 

dataset 

[60] 2020 AE and DNN NSL-KDD 98.43 Limited validation across 

diverse datasets. 

Lack of real-time 

detection capabilities. 

High computational 

complexity for big data 

analysis 

CICIDS2017 98.92 

[61] 2022 Stacked contractive 

autoencoder & 

SVM 

NSL-KDD 2-class: 88.73 

5-class: 87.33 

13-class: 89.93 

The study focuses on 

evaluating the model's 

performance using 

offline datasets. 

However, real-world 

DDoS attacks occur in 

dynamic network 

environments with real-

time traffic flows 

KDD Cup 99 2-class: 98.11 

5-class: 97.87 
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AlSaleh et al. [43] introduced a novel Bayesian-based Convolutional Neural Network (BaysCNN) model for DDoS 

cloud detection. Their research utilized the CICDDoS2019 dataset and achieved an impressive average accuracy 

of 99.66% across 13 multi-class attacks. The authors further enhanced their model with a Data Fusion approach 

(BaysFusCNN), reaching an even higher accuracy of 99.79%. This study demonstrated the potential of combining 

Bayesian techniques with deep learning architectures to improve DDoS detection in cloud environments. The high 

accuracy rates suggest that this approach could be particularly effective in identifying and classifying various types 

of DDoS attacks in cloud computing settings. 

Ouhssini et al. [44] introduced DeepDefend, a framework for real-time DDoS attack detection and prevention in 

cloud environments. It uses CNN-LSTM-Transformer networks to predict network traffic entropy and identify 

potential attacks. A genetic algorithm is used for optimal feature selection. This improves the AutoCNN-DT 

model's ability to distinguish between normal and attack traffic. The system was tested with the CIDDS-001 traffic 

dataset and showed high accuracy in entropy forecasting and quick, precise DDoS attack detection.  

Pandithurai et al. [45] proposed a DDoS attack prediction model utilizing a Honey Badger Optimization (HBO) 

algorithm for feature selection and a Bi-Directional Long Short-Term Memory (Bi-LSTM) classifier. The model 

was evaluated using multiple datasets, including a DDoS attack dataset from Kaggle, CSE-CIC-IDS2018-AWS, 

CICIDS2017, CIC DoS datasets (2016) and source dataset. The proposed approach achieved an accuracy of 97%. 

The authors employed Bayesian and Z-Score normalization for preprocessing and minimized the Mean Square 

Error (MSE) to select optimal features.  

Haval and Dash [47] proposed a DDoS attack detection system using an Ensemble Feature Selection-Deep Neural 

Network (EFS-DNN). Their system was evaluated using the CIC-IDS 2017 dataset. The proposed approach 

achieved a high detection accuracy of 96.12%. The authors improved the detection efficiency by employing an 

ensemble feature selection method that combines PSO, GWO, and WOA to identify the most relevant features. 

These selected features were then used in a DNN classifier to distinguish between normal and malicious data. 

While the system demonstrated superior performance compared to other models, it exhibited computational 

complexity due to the ensemble feature selection and deep learning model. 

Sanjalawe and Althobaiti [49] proposed a DDoS attack detection system utilizing a hybrid CNN and LSTM model 

combined with an ensemble feature selection approach. The system was evaluated using the CICIDS 2017 dataset 

and achieved an accuracy of 97.9%. The ensemble feature selection method incorporated PSO, GWO, Krill Herd 

(KH), and Whale Optimization Algorithm (WOA) to select the most significant features, enhancing the detection 

performance. While the proposed IDS demonstrated high accuracy and efficiency, it was tested only on a single 

dataset, indicating a need for further validation on more current datasets to ensure robustness and generalizability. 

Bingu and Jothilakshmi [50] proposed an ensemble-based deep learning technique for detecting DDoS attacks in 

cloud and SDN-based cloud environments. Their system integrates K-means clustering with various deep learning 

classifiers, including CNN, RNN, GRU, DNN, and LSTM. The proposed model was evaluated using the CICIDS 

2018 and SDN-based DDoS attack datasets, achieving an accuracy of 99.685%. The ensemble approach was 

designed to enhance the performance of deep learning classifiers without significant computational complexity.  

Selvan et al. [32] introduced a DDoS attack detection system utilizing a Fractional Anti Corona Virus 

Optimization-based Deep Neuro-Fuzzy Network (FACVO-based DNFN). The system was tested on the NSL-

KDD and BoT-IoT datasets, achieving high detection accuracies of 93.04% and 92.00%, respectively. The 

FACVO algorithm, which combines Fractional Calculus (FC) and Anti Corona Virus Optimization (ACVO), was 

used to train the DNFN. This approach aimed to enhance the detection performance by fusing features. Despite its 

high accuracy, the model's limitation lies in its lack of support for real-time applications. 

Balasubramaniam et al. [53] developed a DDoS attack detection system using a novel Gradient Hybrid Leader-

Based Optimization (GHLBO) algorithm to train a Deep Stacked Autoencoder (DSA). The system was evaluated 

on the BOT-IoT and NSL-KDD datasets, achieving high detection accuracies of 91.7% and 91.4%, respectively. 

The GHLBO algorithm integrates gradient descent with a hybrid leader-based optimization approach, enhancing 

the training process of the DSA. The method also incorporates feature fusion using a Deep Maxout Network 

(DMN) and data augmentation through oversampling. While the proposed system demonstrated high performance, 

the authors noted that overhead analysis was not included and suggested incorporating advanced optimization 

methods and additional performance metrics in future research. 

Pasha et al. [8] proposed a framework for detecting low-rate DDoS attacks in cloud environments using a hybrid 

approach that combines Sparse Autoencoder (SAE) and Convolutional Neural Network (CNN). The proposed 

system, named Hybrid Approach for Low-Rate DDoS Detection (HA-LRDD), was evaluated using the CIC-

DDoS2019 dataset. The framework achieved a high detection rate of 95.32% and a low false positivity rate of 

0.57%. The authors used DL techniques to extract and classify features from network traffic, aiming to improve 
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detection accuracy and mitigate the impact of low-rate DDoS attacks. While the framework demonstrated superior 

performance compared to existing methods, it may require significant computational resources for training and 

could face challenges in adapting to various low-rate DDoS attack patterns. 

Aydın et al. [55] introduced LSTM-CLOUD, a system for detecting DDoS attacks. This system uses LSTM. It 

was tested with the CICDDoS2019 dataset and showed high accuracy at 99.83%. LSTM-CLOUD has two main 

parts: detection and defense. The detection part uses an LSTM model to detect DDoS attacks. The defense part 

then acts to reduce these attacks. While very accurate, the system hasn't been tested in a real cloud setting yet.  

Agarwal et al. [58] proposed a DDoS attack detection system using a combination of Feature Selection-Whale 

Optimization Algorithm and Deep Neural Network (FS-WOA–DNN). The system was evaluated using the CIC-

IDS 2017 dataset and achieved an accuracy of 95.35%. The proposed method involves pre-processing the dataset 

using min-max normalization, selecting optimal features with the Whale Optimization Algorithm, and classifying 

the data using a DNN. Despite its high detection accuracy, the system faces limitations in terms of computational 

complexity and resource consumption during the feature selection and classification processes. 

7. Analysis of DDoS Detection Datasets 

Choosing the right datasets is vital for creating and testing effective DDoS detection models in cloud environment. 

This section examines commonly used datasets in recent studies. It looks at their features, strengths, and 

weaknesses. Datasets are essential for developing and accessing DDoS detection systems, especially in cloud 

environments. They give researchers standard benchmarks to test their algorithms. These benchmarks help 

compare results and confirm the effectiveness of proposed solutions. However, cloud technologies and attack 

methods are changing rapidly. This makes it challenging to keep datasets relevant and current. Table 4 provides 

an overview of commonly used datasets in recent DDoS detection research, focusing on their relevance to cloud 

environments 

Table 4: Commonly used datasets for DDoS attack detection in cloud environment 

Ref Dataset Year Cloud-

specific 

DDoS 

Variety 

Size 

[62] CICDDoS2019 2019 Partial High 50,006,249 

[63] CICIDS2017 2017 No Medium 2,827,876 

[64] NSL-KDD 2009 No Low 148,517 

[65] UNSW-NB15 2015 No Medium 2,540,044 

[66] CSE-CIC-IDS2018 2018 Partial Low 16,233,002 

[67] BoT-IoT 2018 Partial Low 73,370,443 

[68] CIDDS-001 2017 Yes Low 32,000,000 

[69] KDDCup99 1999 No Low 4,898,430 

[70] ISCXIDS 2012  2012 No High 1,526,148 

[71] Kyoto 2006+ No Medium 216,887 

 

While these datasets are widely used in DDoS detection research, it is important to note that many of them are not 

specifically designed for cloud environments. Researchers often adapt these general network security datasets to 

cloud scenarios, which may not fully capture the unique characteristics of cloud-based DDoS attacks. 

The CICDDoS2019 and BoT-IoT datasets stand out for their large number of samples, which can be beneficial for 

training robust models. The CSE-CIC-IDS2018 and CIDDS-001 datasets also offer a substantial number of 

samples while providing some relevance to cloud environments. Despite having fewer samples, the NSL-KDD 

dataset remains widely used due to its balanced nature and the absence of redundant records found in its 

predecessor, the KDD Cup 1999 dataset. However, both these datasets are considered outdated for modern DDoS 

detection scenarios. The UNSW-NB15 and CICIDS2017 datasets offer a moderate number of samples with a good 

variety of modern attack types, although they lack cloud-specificity. 
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The continued use of older and non-cloud-specific datasets highlights the need for more up-to-date, cloud-specific 

datasets in this field. As cloud technologies and attack methods continue to evolve, the development of new, 

specialized datasets that accurately reflect the current landscape of cloud-based DDoS attacks, with many samples 

representing diverse scenarios, remains a crucial area for future work in this field. 

8. Challenges and Limitations 

The application of ML and DL techniques for DDoS attack detection in cloud environments, while promising, 

faces several significant challenges and limitations. One of the primary issues is the lack of up-to-date, cloud-

specific datasets. Many commonly used datasets are outdated or not representative of modern cloud environments, 

making it difficult to develop and validate models that can effectively detect contemporary DDoS attacks. Creating 

realistic datasets that capture the complexity of cloud-based DDoS attacks remains a significant challenge, 

hindering the development of more accurate and reliable detection systems. 

Scalability is another major concern in current research. Many proposed models are tested on small-scale datasets 

or simulated environments, which may not accurately represent the massive traffic volumes encountered in real 

cloud infrastructures. Scaling detection methods to handle these enormous data streams in real-time poses 

significant challenges, both in terms of computational resources and maintaining detection accuracy. This 

scalability issue is closely tied to the challenge of real-time detection, where researchers must balance the trade-

off between detection speed and accuracy. Implementing complex ML/DL models for real-time detection without 

introducing significant delays or compromising accuracy remains a formidable task. 

The rapid evolution of DDoS attack techniques presents another substantial challenge. As attackers continually 

develop new methods, detection models can quickly become outdated. This necessitates frequent model updates 

and retraining, which can be resource-intensive and time-consuming. Moreover, detecting zero-day or previously 

unseen attack patterns remains a significant challenge for many current ML/DL approaches, highlighting the need 

for more adaptive and robust detection methods. 

False positive rates continue to be a concern in many studies. While high accuracy rates are often reported, the 

issue of false positives is not always adequately addressed. In dynamic cloud environments, distinguishing between 

legitimate traffic spikes and DDoS attacks is particularly challenging. High false positive rates can lead to 

unnecessary service disruptions and resource allocation, potentially impacting the overall performance and 

reliability of cloud services. 

The interpretability of ML/DL models, particularly deep learning models, poses another significant challenge. 

Many of these models operate as "black boxes," making it difficult to understand their decision-making processes. 

This lack of transparency can be problematic for security audits and compliance requirements, especially in highly 

regulated industries. Developing more interpretable models without sacrificing detection performance remains an 

important area for future research. 

Finally, feature selection and engineering present additional difficulties. Identifying the most relevant features for 

cloud-based DDoS detection remains challenging, especially given the dynamic nature of cloud environments. 

Maintaining optimal feature sets over time and across different cloud configurations adds to the complexity of 

developing effective detection models. 

Addressing these challenges and limitations will be crucial for advancing the field of ML and DL-based DDoS 

attack detection in cloud environments. Future research should focus on developing more robust, scalable, and 

adaptive models that can effectively operate in real-world cloud environments while addressing privacy concerns 

and maintaining interpretability 

9. Future Work and Research Directions 

The detection of DDoS attacks in cloud environments ML and DL is a fast-changing field. There are many 

promising areas for future study. These research directions aim to overcome current limitations. They also seek to 

improve how well detection systems work in real cloud settings. Researchers are looking at ways to make these 

systems more effective and efficient.  

 Development of Cloud-Specific Datasets: 

A key area for future research is developing new, comprehensive datasets. These datasets should accurately reflect 

modern cloud environments. They need to include various DDoS attack types and normal traffic patterns. Cloud-

specific network behaviors should also be represented. Collaboration is essential for this task. Cloud service 

providers, security researchers, and academic institutions could work together. Their goal would be to create 
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standardized datasets that are publicly available. Such datasets would greatly benefit research in this field. They 

would help researchers better understand and address DDoS attacks in cloud settings. 

 Advanced Feature Engineering and Selection: 

Future research should focus on developing more sophisticated feature engineering techniques tailored to cloud 

environments. This could involve exploring dynamic feature selection methods that adapt to changing network 

conditions and emerging attack patterns. Incorporating cloud-specific metrics, such as resource utilization and 

auto-scaling behaviors, into feature sets could enhance detection accuracy and reduce false positives. 

 Hybrid and Ensemble Models: 

A promising research direction is the use of hybrid or ensemble models. These models combine multiple ML and 

DL techniques. Future studies could investigate how to integrate different algorithms. Each algorithm could 

specialize in detecting specific DDoS attack types. They could also analyze aspects of network traffic. This 

approach may result in more robust detection systems. These systems could be more versatile and handle various 

attack scenarios. By combining different techniques, researchers aim to improve overall detection performance. 

This could lead to more effective protection against DDoS attacks in cloud environments. 

 Real-Time Adaptive Learning: 

Exploring techniques for continuous, real-time model updating and adaptation is essential for keeping pace with 

evolving DDoS attack strategies. Future work could investigate online learning algorithms and incremental 

training methods that allow models to dynamically adjust to new patterns without requiring complete retraining. 

 Explainable AI for DDoS Detection: 

Developing interpretable ML and DL models is essential. These models help build trust in automated DDoS 

detection systems. Future research should focus on developing explainable AI techniques. These techniques would 

provide clear insights into how detection models make decisions. Interpretable models offer several benefits. They 

can help refine the detection systems. They also assist in meeting regulatory requirements in cloud environments. 

By making AI decisions more transparent, researchers can improve the reliability and acceptance of DDoS 

detection systems.  

 Cross-Layer Detection Approaches: 

Future studies could investigate cross-layer detection methods. These methods would analyze data from multiple 

network stack layers at the same time. This approach offers a more complete view of network behavior. It examines 

information from various network levels simultaneously. By doing so, it could enhance detection accuracy. It 

might also help reduce false positive alerts. This holistic strategy could provide a more thorough understanding of 

network activities. 

 Transfer Learning for Cloud Environments: 

Investigating transfer learning techniques to adapt pre-trained models to different cloud environments or new types 

of DDoS attacks could significantly reduce the time and resources required for model development and 

deployment. 

 Quantum Machine Learning for DDoS Detection: 

As quantum computing advances, exploring its potential applications in DDoS detection presents an intriguing 

long-term research direction. Quantum machine learning algorithms could potentially offer significant 

improvements in processing speed and pattern recognition for large-scale network traffic analysis. 

 Automated Response and Mitigation Integration: 

Future work should focus on seamlessly integrating ML and DL-based detection systems with automated response 

and mitigation mechanisms. This could involve developing intelligent systems that not only detect attacks but also 

automatically implement appropriate countermeasures based on the specific characteristics of the detected threat. 

By pursuing these research directions, the field of ML and DL-based DDoS attack detection in cloud environments 

can continue to advance, leading to more robust, efficient, and effective security solutions for modern cloud 

infrastructures. As cloud technologies evolve and new challenges emerge, ongoing research in these areas will be 

crucial for maintaining the security and reliability of cloud services in the face of increasingly sophisticated DDoS 

threats. 
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10. Conclusion 

This comprehensive review has examined the application of ML and DL approaches for detecting DDoS attacks 

in cloud environments, analyzing research from 2019 to 2024. The review reveals that while ML and DL 

techniques show significant promise in improving DDoS detection accuracy and efficiency, several challenges 

persist. These include the lack of up-to-date, cloud-specific datasets, scalability issues in real-world cloud 

environments, and the need for real-time adaptive learning to combat evolving attack patterns. Despite these 

challenges, the field is advancing rapidly, with hybrid and ensemble models, as well as deep learning architectures 

like CNN and LSTM, showing particularly promising results. Future research directions should focus on 

developing cloud-specific datasets, advancing feature engineering techniques, exploring explainable AI for better 

interpretability, and investigating cross-layer detection approaches. Additionally, the integration of quantum 

machine learning and automated response mechanisms presents exciting long-term research opportunities. As 

cloud technologies continue to evolve, ongoing research in these areas will be crucial for developing robust, 

efficient, and adaptive DDoS detection systems capable of securing modern cloud infrastructures against 

increasingly sophisticated threats. 
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