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Abstract. Hydropower is one of the most essential mainstays in the long list of renewable energy resources that implements 

the use of potential energy of water to generate power by transforming the energy in the form of electricity. Forecasting 

the future energy production benefits in maintaining the effectiveness of the hydropower plant in the long term. This study 

aims to forecast the hydropower energy produced as electricity in Sultan Mahmud Hydropower Plant, Lake Kenyir, 

Terengganu using Box-Jenkins model in the short term from October 2020 until December 2022. Analysis and forecast is 

based on the historical data from a total of four unit of electricity generator from January 1997 to September 2020. 

Evaluation is made on the forecasted result using Mean Absolute Percentage Error (MAPE) to validate the accuracy of the 

model. The results demonstrated that by using the proposed model and numerical calculation, Box-Jenkins model is 

effective in forecasting the monthly electricity energy produced by the hydropower plant. The best model obtained with 

the smallest MAPE value of 26.4% is ARIMA (2,0,0).  

INRODUCTION 

Countries in the world are positively changing towards consumption of renewable and environmental friendly 

energy generations. Reports made by the International Energy Agency (IEA) in their Global Energy Review 2021 

states that the global energy use in year 2020 has grown by 3% and is set to increase in 2021. Electricity generated 

from renewable resources had a growth of almost 7% in 2020 and is projected to increase by 30% of total electricity 

generation by the year 2021. Most common renewable energy sources include the hydropower, wind and solar energy. 

Hydropower energy is the third highest contributor next to solar and wind energy where both contributed to two-third 

of the renewable energy growth since 2019. In Malaysia, use of renewable energy has seen an increase of 4% as 

mention in the National Energy Balance 2018. As of 2018, hydropower has contributed 18.1% from total installed 

capacity in Malaysia which was 33,991 MWh.  

Hydropower system implements the use of potential energy of water to generate power without making changes 

on its composition, hence avoiding direct pollution on the environment. There are several types of hydropower plants 

such as run-of-river and conventional dams. Conventional dams are built in large facilities including a water reservoir 

that can store water. Water from the reservoir is released to flow through the turbines which will then generate 

electricity to be supplied to areas in demand. Reservoirs are not solely designed for generation of electricity purposes 

but can also be used as drought or flood control, irrigation and recreational activity spot (1). 
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In the present day, due to increasing demand for renewable and sustainable energy resources it is necessary for the 

management to improve the workability and lifespan of the hydropower plant (2). Forecasting the future energy 

production of hydropower plants is important to optimize the use of equipment and also able to fulfill the increasing 

demand of energy (3). To have better prediction of the future hydroelectricity production of the hydropower plant, 

studies are made using various methods such as time series model and Artificial Neural Networks (ANNs). However, 

by using the ANNs, projecting hydropower energy produced specifically will require dependency on the weather and 

climate change impact of the local area. A study by (4) forecast the Electricity Generation for Hydro Power Plants 

using different supervised machine learning and time-series based models. The data consist of daily electricity 

generation for the last five years augmented with the temperature and rainfall data of the dam catchment area. Results 

found that the proposed method can forecast the production of electricity generation with Mean Absolute Error of 2.47 

which is very small. Li, Sun (5) applied support vector machine (SVM) to forecast short term Power Generation 

Energy for Small Hydropower Stations (SHP). Genetic algorithm was used to identify the appropriate parameters and 

the named the model as GA-SVM. The proposed model then was compared with ARMA model to the data collected 

which is from two counties, Yunlong County and Maguan County both 915 days long with the period between May 

1, 2011, and October 31, 2013. As the results, they found that GA-SVM model is a very potential candidate for the 

prediction of short-term power generation energy of SHP. 

A study by (6) applied the ARIMA Box-Jenkins to model the monthly streamflow of the Euphrates River in Iraq 

from January 2000 to December 2019. the model output ARIMA (1,1,0), (0,1,1) with the root mean squared error 

(RMSE) of 48.7. A comparison is made by using the nonlinear autoregressive (N.A.R.) model. the model’s output 

however had the RMSE of 93.4 which is higher than of the ARIMA model. the future projection of the monthly stream 

flow was made using the ARIMA Box-Jenkins model until year 2025. Based on the reviews, there is limited research 

that uses Box-Jenkins model as one of the common method used in forecasting hydroelectricity. Studies on future 

hydropower generation are mostly depending on the climate condition such as rainfall and temperature. However, in 

cases where there are insufficient or lacking of climate data, researchers had to rely on the historical data provided by 

the hydropower plant which is the amount of electricity produced by each generator in unit of Gigawatt hours (GWh). 

Therefore, this paper implemented the time series analysis using Box-Jenkins model to project the electricity 

production from one of the largest hydropower plant in Malaysia, which is the Sultan Mahmud Hydropower Plant. 

This model will project short term electricity production of the hydropower plant. Evaluation of the model is by 

considering the value of the MAPE analysis of the models. This paper is organized in four parts including the 

introduction, methodology, results and discussion and a conclusion is provided at the end of the paper. 

METHODOLOGY 

1.0 Data Collection 

This study used historical electricity produced from a total of four units of electricity generator on the site of Tasik 

Kenyir, Terengganu. Energy Produced (EP) in unit of GWh is collected monthly from January of 1997 to September 

2020. The EP is used in this study to validate the model used during analysis and is projected in short term from 

October 2020 until September 2023.  

 

2.0 Box-Jenkins Model 

Box-Jenkins modelling was developed by Box and Jenkins (7) is one of the most powerful forecasting methods 

available in research practice of the time series analysis. The basic ideas in the Box-Jenkins model building the 

development of four-stage iterative procedure of time series i.e. identification, estimation, diagnostic checking and 

forecasting. Box-Jenkins modelling involves five types of models (8). There are three model for the stationary model:  

autoregressive (AR), moving average (MA) and (autoregressive moving average (ARMA). And two models for 

nonstationary model: autoregressive integrated moving average (ARIMA) and seasonal autoregressive integrated 

moving average (SARIMA). This study will not use SARIMA model since the data is not seasonal. The equation of 

the four models; AR, MA, ARMA, ARIMA are given in the Eq. (1-4), respectively. 

 

  

𝑦𝑡 = 𝜙0 + 𝜙1𝑦𝑡−1 + 𝜙2𝑦𝑡−2 +⋯+ 𝜙𝑝𝑦𝑡−𝑝 + 𝜀𝑡    (1) 
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𝑦𝑡 = 𝜇 + 𝜀𝑡 − 𝜔1𝜀𝑡−1 − 𝜔2𝜀𝑡−2 −⋯− 𝜔𝑞𝜀𝑡−𝑞     (2) 

 

𝑦𝑡 = 𝜙0 + 𝜙1𝑦𝑡−1 +  𝜙2𝑦𝑡−2 +⋯+ 𝜙𝑝𝑦𝑡−𝑝 + 𝜀𝑡 − 𝜔1𝜀𝑡−1 − 𝜔2𝜀𝑡−2 −⋯− 𝜔𝑞𝜀𝑡−𝑞  (3) 

𝑦𝑡
′ = 𝜙0 + 𝜙1𝑦𝑡−1

′ +  𝜙2𝑦𝑡−2
′ +⋯+ 𝜙𝑝𝑦𝑡−𝑝

′ + 𝜀𝑡 − 𝜔1𝜀𝑡−1 − 𝜔2𝜀𝑡−2 −⋯−𝜔𝑞𝜀𝑡−𝑞  (4) 

 

The Box-Jenkins model consists of four-stage iterative procedures; 

 

Stage 1: Model Identification. The purpose of model identification is to identify whether the time series is 

stationary or not stationary by looking at the PACF and ACF. Stationarity of the series need to be done in order to 

model the data. 

Stage 2: Parameter Estimation. The parameter for the model must be estimated after the model has been selected.  

The estimation method used in this study is maximum likelihood estimation (MLE). 

Stage 3: Diagnostic Checking. In diagnostic checking, the selected model will be statistically verified against the 

original data to see whether it adequately describes the series. Ljung Box Q chi-square (LBQ) will be used in this 

study for the diagnostic checking. 

Stage 4: Forecasting. Forecasting stage is continued once the satisfactory model is identified. 

 

Mean absolute percentage error (MAPE) was used as the forecast evaluation. The formula for MAPE was given in 

Equation 5. The analysis for this study was run and analyzed using Python. 

 

𝑀𝐴𝑃𝐸 =
∑|(𝑦𝑡−�̂�𝑡)/𝑦𝑡|

𝑛
× 100      (5) 

 

RESULTS AND DISCUSSION 

The historical electricity produced from a total of four units of electricity generator on the site of Tasik Kenyir, 

Terengganu is shown in Fig.1. Based on Fig.1, it can be seen that there is no seasonal pattern exist.  

 

 
FIGURE 1. Total historical electricity produced by months in unit of GWh. 

 

Stage 1: Model identification 

In time series forecasting, the original data will be divided into training and testing data. The purpose of this 

process is to provide reliable indication of how well the model to both type of data (9). Training data is used to estimate 

model, whereas the testing data is used in validate model. The size of the training data is around 80% while for testing 

is typically around 20% of the total sample (9). In this study, the electricity produced are divided into two parts; 
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training data from January 1997 to April 2020 with 256 observations and testing data from May to September 2020 

with 29 observations. Figure 2 shows the electricity produced for training data. 

 
FIGURE 2. Electricity produced (EP) data used for model training.  

 

The series shows that the series is stationary since the upward and downward trend fluctuate at the same level. 

Then, to prove the series is stationary in mean, Augmented Dickey Fuller (ADF) test wan run. The null hypothesis for 

an ADF-test is that the data series is nonstationary and the results give the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 0.0000. Hence, the data is 

already stationary in mean. The ACF and PACF plot in Fig.3 also shown that the series is stationary. 

 

 
 (a) (b) 

FIGURE 3. Autocorrelation (ACF) and Partial Autocorrelation (PACF) plot. 

 

From the ACF and PACF plot, it can be seen that the lag for PACF decay after lag 2 gives us the 𝐴𝑅(2) model while 

the ACF plot gives us 𝑀𝐴(3) since the lag decay towards zero after lag 3. Hence, the tentative model are 

𝐴𝑅𝐼𝑀𝐴(1,0,0), 𝐴𝑅𝐼𝑀𝐴(1,0,1), 𝐴𝑅𝐼𝑀𝐴(1,0,2), 𝐴𝑅𝐼𝑀𝐴(1,0,3), 𝐴𝑅𝐼𝑀𝐴(2,0,0), 𝐴𝑅𝐼𝑀𝐴(2,0,1), 𝐴𝑅𝐼𝑀𝐴(2,0,2). 
 

Stage 2: Parameter estimation 

After the tentative model have been identified, the next step is to estimate the parameter in the model. The parameter 

estimation process was done using Python and results gives the best model is 𝐴𝑅𝐼𝑀𝐴(2,0,0) with the lowest AIC 

value. Fig.4 shows the summary results for the parameter estimation of the best model  𝐴𝑅𝐼𝑀𝐴(2,0,0). From Fig.4, 

we can see that the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 for all the parameter is less than 0.05, means that all the parameters in the model is 

significant. Hence, the equation for the best model is; 

 

𝑦(𝑡) = 51460.28 + 0.8354𝑦𝑡−1 − 0.1628𝑦𝑡−2    (6) 
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FIGURE 4. Summary results for the parameter estimation. 

 

Stage 3: Diagnostic checking 

Next, before proceed to use the model for forecasting stage, the model need to go through diagnostic checking. LBQ 

test was performed in Python and the results give the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 0.8869, greater than by default 5% significance 

level. Hence, the residuals are not serial correlated since the null hypothesis for the LBQ test is the series is not serial 

correlated. The model is adequate enough if the residuals is not serial correlated and follows normal distributions. 

Figure 5 shows that the residuals follow normal distributions. 

 

 

 
FIGURE 5. Residual Distribution of training data. 
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Stage 4: Forecasting 

Forecasting stage is continued once the selected model is adequate enough. The model was used to forecast the training 

data. Figure 6 shows the comparison of original training data with the forecasted training data. 

 

 
FIGURE 6. Comparison of historical training data with forecasted training data. 

 

Based on Fig.6, it can be seen that the trend of forecasted data follows the original traditional data quite accurate. We 

can say that the model can be used to do forecasting future data. Mean absolute percentage (MAPE) was used as the 

forecast evaluation to determine the accuracy of the model. The MAPE for the training data is 18.07%. The model in 

Eq. (5) was developed from the training data. Then, we will used the model to forecast the testing data and make 

comparison between the original data for the accuracy. Fig.7 shows the comparison of the original testing data with 

the forecasted testing data. 

 

 
FIGURE 7. Comparison of historical testing data with forecasted testing data. 
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Based on Fig.7, the blue line is the original testing data and the red line is the fitted data from the model. It can be 

seen that the fitted line follows the pattern of the original data quite accurate. The MAPE give us 26% for the accuracy. 

Based on the MAPE criteria for model evaluation by Lewis (10), MAPE value between 20% - 50% is classified as 

reasonable forecasting. Next, we forecast the one step ahead for the electricity produced using 𝐴𝑅𝐼𝑀𝐴(2,0,0). The 

electricity produced for October 2020 until December 2022 is shown in Table 1. 

 

TABLE 1 

Month  Forecasted Data 

October 2020 216384 

November 2020 192768 

December 2020 177198 

January 2021 168109 

February 2021 163051 

March 2021 160305 

April 2021 158834 

May 2021 158053 

June 2021 157639 

July 2021 157421 

August 2021 157306 

September 2021 157246 

October 2021 157214 

November 2021 157197 

December 2021 157188 

January 2022 157184 

February 2022 157181 

March 2022 157180 

April 2022 157179 

May 2022 157179 

June 2022 157179 

July 2022 157179 

August 2022 157179 

September 2022 157179 

October 2022 157179 

November 2022 157179 

December 2022 157179 
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CONCLUSION 

Forecasting electricity produced is important in the effort to maintain the lifespan of hydropower plant and be able 

to fulfill the increasing demand of energy over the time. This study proposes to forecast the hydropower energy 

produced as electricity in Sultan Mahmud Hydropower Plant, Tasik Kenyir, Terengganu using Box-Jenkins model. 

From the analysis, we found that the best model to forecast electricity produced is 𝐴𝑅𝐼𝑀𝐴(2,0,0) with the smallest 

AIC values. The MAPE value gives 26.4% indicates that the model is reasonable for forecasting the electricity 

produce. Based on this study, it proves that Box-Jenkins model is able to forecast the electricity produced.  
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