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Automatic text classification techniques are employed in a multitude of 
real-world applications, including the filtering of unsolicited messages, 
the analysis of sentiment, and the categorization of news items. The 
primary challenge in text representation is the high dimensionality, 
which can increase the complexity and risk of overfitting the model. To 
address this challenge, feature selection (FS) is conducted during the 
data pre-processing phase with the objective of enhancing the learning 
accuracy and efficiency of the model. This study examines the 
optimization of Indonesian text sentiment analysis through the 
integration of feature selection using a genetic algorithm (GA) with 
deep learning models. The application of GA for data dimensionality 
reduction from 41,140 to 20,769 features, coupled with fitness 
evaluation based on SVM, resulted in an observed increase in accuracy 
by 8.10% for SVM, 36.1% for Naïve Bayes, 7.82% for LSTM, 5.47% for 
DNN, and 6.25% for CNN. Of the three deep learning models, LSTM 
demonstrated the highest accuracy, at 91.41%, while also exhibiting a 
notable reduction in computation time, approaching 50%. 
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Automatic text classification, feature 
selection, genetic algorithms, 
sentiment analysis, deep learning 
models 

1. Introduction 
Automatic text classification techniques can be used to address real-world problems such as spam filtering, 
sentiment analysis, and news classification [1], [2], [3], [4]. Text is typically represented in a term-document 
matrix with large dimensions. Challenges associated with large datasets include complex dimensional 
management and the risk of overfitting models [5], [6]. Feature Selection (FS) plays a crucial role in improving 
learning accuracy, removing irrelevant data, and reducing dimensions [7]. FS is the most significant process for 
classifying text, both manually and automatically [8]. In text classification, features are typically related to the 
representation of subgroups of words. Many features derived from text bodies may not be relevant to text 
classification tasks. Therefore, FS is typically performed during the pre-processing stage of data. This is because 
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irrelevant features in pre-processed results can decrease the efficiency and accuracy of classification models [7]. 
For this reason, FS for text classification has become a popular research topic in artificial intelligence and data 
mining conferences and journals [9], [10], [11], [12]. 

Strategies for selecting features in text classification can be grouped into four main categories [13], [14]. The 
filter method uses statistical metrics or simple rules to select the most informative features before the model 
learning process. For example, statistical methods such as Information Gain [5], [15], Chi-Square [5], [16], [17], or 
Mutual Information [18] are used to assess the relationship between features and category labels. The 
classification process selects the most informative features. The wrapper approach combines a machine-learning 
model with a feature selection process. It uses classification models like Naive Bayes or SVM to evaluate subsets 
of features. This iterative process determines the best subset that optimizes the model's performance [13], [18]. 
Third, embedded methods can be integrated into the learning process of the model itself. For instance, in learning 
algorithms such as regularized models, less important features can be eliminated or weighed down during the 
learning process. Additionally, the hybrid model combines multiple feature selection methods to take advantage 
of their respective benefits. For instance, a filter approach can be utilized to narrow down the selection of features 
that may be most informative. Then, the wrapper approach can be employed to optimize the subset of features 
selected by the filter [19]. 

One of the most popular hybrid models is the use of the Genetic Algorithm (GA) for character selection in text 
classification [20], [21], [22]. Since its introduction, the algorithm has been widely adopted and has undergone 
improvements and modifications [23], [24], [25], [26]. Previous studies show’s that this algorithm gives better 
performance compared to previous feature selection models. This approach uses the principle of optimization 
inspired by evolutionary processes in nature. GA is used to solve optimization problems by mimicking natural 
selection processes, in which individuals (which are solutions or representations of features in the context of 
character selection in text classifications) develop and adapt from generation to generation. For these reasons, 
this study will propose GA as an algorithm for feature selection because this approach allows GA to effectively 
explore feature space and find the best feature combination that can improve the performance of text classification 
models. Efforts continue to improve the efficiency and accuracy of models by using GA as part of a hybrid approach 
to feature selection in sentiment analysis. 

Deep learning is a part of machine learning that has become very popular in recent years for conducting case 
studies of sentimental analysis [27], [28], [29], [30]. Several studies of sentimental analysis on Indonesian-
language texts have used the long short-term memory model (LSTM) to analyse the Merdeka Learning program 
(MBKM) [31], the deep neural network (DNN) to analyse opinions against public companies [32], and the 
convolutional neural network (CNN) algorithm to analyse cosmetic product reviews [33]. Previous research that 
studied deep learning models is still implemented standardly, with no optimization efforts with modelling such 
as adding feature selection. Therefore, this article will propose ways to optimize the performance of such models 
by adding a selection of features using GA with fitness evaluation based on the support vector machine (SVM) 
approach. 
 This article's primary contribution is to assess the efficacy of incorporating feature selection through a GA 
with fitness evaluation based on the support vector machine (SVM) approach into a deep learning model for 
sentiment analysis of Indonesian language text. This research not only attempts to implement a feature selection 
process on a single model architecture but also engages with three distinct types of deep learning models, namely 
LSTM, DNN, and CNN. By adopting this methodology, this article offers a more comprehensive insight into the 
impact of feature selection on model performance in understanding and analysing sentiment in Indonesian. 

2. Related Work 
Several studies have been conducted in the last three years on sentiment analysis of Indonesian texts using deep 
learning models. Amali et al. [34] utilized a CNN algorithm to classify text sentiment related to telecommunications 
service providers. They conducted experiments on text data from Twitter after pre-processing and weighting 
stages using Word2Vec. The Confusion Matrix results indicate that the CNN algorithm has an average accuracy of 
approximately 86.22%.  

Other research by Pipin et al. [31] used LSTM to review the MBKM program, the result of this research 
produced an LSTM model that was trained from a dataset of 658 tweets with the best accuracy value of 80.42%. 
The MBKM program sentiment analysis of user tweets is dominated by feelings of “Bingung” at 39.51%, then by 
feelings of “Senang” at 16.26%, feelings of “Sedih” at 15.80%, feelings of “Marah” at 13.98%, feeling of “Takut” at 
7.29% and felling of “Terkejut” at 7.14%..  Therefore, the study is crucial to the MBKM programme to ensure that 
its methods and implementation are clear, resulting in students feeling confident and have positive sentiments. 

Kurniasari et al. [35] conducted research proposing the use of Recurrent Neural Network (RNN) is a LSTM to 
classify sentiment polarity in Indonesian sentences. They assessed the algorithm using a dataset of 25,000 travel 
site reviews, with an equal proportion of positive and negative classes. The proposed model achieved an accuracy 
level of 95.0% according to the evaluation results. 
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Hidayat et al [32] analyses sentiment through the Twitter Application Programming Interface (API) which was 
then carried out pre-processing (cleansing, case folding, formalization, stemming, and tokenization). The labelling 
process was carried out for 3902 records using the sentiment Strength Detection application. The model training 
stage is carried out using the DNN algorithm with variations in the number of hidden layers, node arrangement, 
and learning rate values. Experiments with a training and testing data proportion of 90:10 gave the best 
performance results. The model is composed of 3 hidden layers with the node arrangement for each layer in the 
model, namely 128, 256, and 128 nodes, and using a learning rate of 0.005, the model can produce an accuracy 
value of 88.72%.  

As for research that tries to add feature selection to machine learning by Azhar et al. [36] confirmed the 
effectiveness of feature selection in handling Indonesian text for sentiment analysis. They evaluated coffee shop 
reviews using a GA as a feature selection method, which had a positive impact on sentiment analysis using the 
Naïve Bayes method. They evaluated coffee shop reviews using a GA as a feature selection method, which had a 
positive impact on sentiment analysis using the Naïve Bayes method. The accuracy rate increased by 4.4% or 
0.044. 

3. Methodology 
The sentiment analysis process for COVID-19 treatment discussions in Indonesian Twitter comments involves 
data preparation by collecting 1,918 comments with positive and negative labels [37], followed by data cleaning 
and normalization to ensure accuracy and relevance. The data will be processed using TF-IDF to extract word 
importance and features are selected using genetic algorithms to enhance model performance. Deep learning 
techniques are applied for sentiment analysis classification, and the results are evaluated based on accuracy, 
precision, recall, and F1 score, visualized using confusion matrix images to depict true negatives, false negatives, 
false positives, and true positives. 

3.1 Data Preparation 
In order to prepare the data for analysis, it was necessary to collect comments that had been used in previous 
studies related to the handling of the novel coronavirus (Covid-19) in Indonesia [38], [39]. The data is accessible 
online and has been labeled, with 874 comments labeled positive and 1,044 comments labeled negative [37]. All 
texts in this dataset are in Indonesian. In previous studies, this data has been analyzed using a machine learning 
model for sentiment analysis. This study aims to conduct sentiment analysis using a deep learning model, which 
is expected to show better performance with a feature selection approach utilizing the same dataset. 

3.2 Clean and Normalization  
The second stage involves data cleaning, which is performed to clean, correct, and arrange the data to become 
more accurate, complete, consistent, and relevant for further analysis or use. Data cleansing processes are an 
important part of effective data management [40]. With cleaner and more orderly data, organizations can make 
better use of their data potential and make smarter decisions based on more reliable information. In this study, 
this process uses some processes in general: 
Here is a detailed explanation of the processes mentioned in the paragraph: 

1. Case Folding: This process converts all letters in the text to lowercase. For example, "COVID" and "covid" 
will be treated the same after case folding. This helps standardize words that are actually the same but 
written with different cases. 

2. Removing Non-ASCII: This process removes characters that do not belong to the ASCII standard, such as 
special characters or symbols that are irrelevant for text analysis. For example, unique characters from 
other languages or emoticon symbols may be removed. 

3. Removing URLs: All URLs or links within the text are removed since they are generally irrelevant for 
sentiment analysis or other text processing tasks. 

4. Removing Quotations: Quotation marks (both single and double) are removed from the text. Quotation 
marks often do not contribute significantly to text analysis and can be ignored. 

5. Removing Tags: This refers to the removal of HTML tags or other tags that may be present in the text. 
Tags like `@`, `#`, or other formatting tags are usually irrelevant for text analysis. 

6. Removing Symbols: Symbols such as punctuation marks that are not important for sentiment analysis, 
like exclamation points, question marks, and others, are removed. These symbols do not add meaningful 
information in machine learning or deep learning models. 

7. Removing Numbers: Numbers present in the text are also removed because they often do not provide 
important information in the context of sentiment analysis unless those numbers have specific meanings 
that need to be retained. 
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8. Fixing Character Duplications: This process corrects abnormal character repetitions in words. For 
example, "helloooo" can be changed to "hello". Excessive repetition often occurs in informal text such as 
social media comments. 

9. Removing Stop Words : Stop words are common words like "dan," "atau," "tapi," which often do not have 
significant meaning in sentiment analysis. These words are removed so that the model can focus on more 
important words. 

10. Convert Words: This process converts certain words to a more standardized form. For example, 
abbreviations or slang may be changed to their original forms, such as converting "nggak" to " tidak". 

11. Stemming: use Sastrawi Stemming reduces words to their base form. For example, the word "mulailah" 
can be reduced to "mulai". This helps to standardize different word forms that have the same basic 
meaning. 

12. Word Segmentation: This is the process of separating words in text that are written without spaces, 
especially in languages that often use space-free writing. In the context of the Indonesian language, this 
process may be more relevant for ensuring that words are correctly separated if there are unusual word 
combinations. Like “mulaihidupsehat” to “mulai hidup sehat”. 

3.3 Data Extraction Using Term Frequency-Inverse Document Frequencies (TF-IDF)  
TF-IDF is one of the methods used in text processing and information retrieval to extract and assess the 
importance of a word in a document in a corpus [41], [42]. To begin this extraction, tokenize the data, then 
compute: 

3.3.1 Term Frequency (TF) 
This is a measure of how often a word appears in a document. In TF representation, each word in a document is 
given a weight based on its frequency. 
 

𝑡𝑡𝑡𝑡𝑖𝑖 =  𝑛𝑛𝑖𝑖
∑ 𝑛𝑛𝑘𝑘𝑘𝑘

   (1) 
 
- 𝑡𝑡𝑡𝑡𝑖𝑖  : This represents the number of times a specific term 𝑡𝑡𝑖𝑖  appears in a document. The 𝑡𝑡𝑡𝑡  is a measure of 

the frequency with which a given term appears in a document relative to the total number of terms in that 
document. 

- 𝑛𝑛𝑖𝑖  : This represents the number of occurrences of the term 𝑡𝑡𝑖𝑖  in the document. This represents the unfiltered 
tally of the number of times the term 𝑡𝑡𝑖𝑖  appears in the document. 

- ∑ 𝑛𝑛𝑘𝑘𝑘𝑘  :  This represents the total number of terms present within the document. This is the sum of the 
frequencies of all terms k in the document. 

3.3.2 Inverse Document Frequency (IDF) 
A measure of the uniqueness of a word in the entire corpus. Words that appear in many documents have a low 
IDF, whereas words that occur in a few documents have a high IDF. 
 

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑙𝑙𝑙𝑙𝑙𝑙 |𝐷𝐷|
|�𝑑𝑑𝑗𝑗∶𝑡𝑡𝑖𝑖 ∈ 𝑑𝑑𝑗𝑗}|

   (2) 

 
- 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖: This represents of the term 𝑡𝑡𝑖𝑖 . IDF measures how important a word is to a document within a corpus. 

If a word appears in many documents, it has lower importance (low IDF value), and if it appears in fewer 
documents, it has higher importance (high IDF value). 

- |𝐷𝐷|: This refers to the total number of documents in the corpus (or dataset). It represents the size of the entire 
collection of documents that analysing. 

- �𝑑𝑑𝑗𝑗 ∶ 𝑡𝑡𝑖𝑖  ∈  𝑑𝑑𝑗𝑗} : This denotes the set of documents 𝑑𝑑𝑗𝑗  in which the term 𝑡𝑡𝑖𝑖  appears. Essentially, this counts 
how many documents contain the term 𝑡𝑡𝑖𝑖 . 

- ��𝑑𝑑𝑗𝑗 ∶ 𝑡𝑡𝑖𝑖  ∈  𝑑𝑑𝑗𝑗}�:This represents the number of documents that contain the term 𝑡𝑡𝑖𝑖 . It is the denominator in 
the IDF calculation, which reduces the value of terms that appear in a multitude of documents. 

3.3.3 TF-IDF Score  
A combination of TF and IDF results in a score for each word in a document. This score shows how important the 
word in the document is in the context of the entire corpus. 
 

𝑡𝑡𝑡𝑡 −  𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =  𝑡𝑡𝑡𝑡𝑖𝑖  𝑥𝑥 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖    (3) 
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- 𝑡𝑡𝑡𝑡 −  𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  : The TF-IDF score represents the relative importance or weight of a specific term 𝑡𝑡𝑖𝑖  within a 

document. 
- 𝑡𝑡𝑡𝑡𝑖𝑖  : This is the TF for the term 𝑡𝑡𝑖𝑖 , which quantifies the frequency of occurrence of the term within the 

document in relation to the total number of terms. 
- 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  : This is a measure of the relative frequency of a term across a corpus of documents. It assigns greater 

weight to less common terms and less weight to more common terms. 

3.4 Features Selection Using Genetic Algorithms (FSGA) 
The primary purpose of feature selection is to select the most suitable feature group to study algorithms from the 
original feature set so that the most useful features remain and the useless features are removed, which does not 
affect the classification results. In this study, we used genetic algorithms. Fig. 2 is a framework for the genetic 
algorithm for the selection of features of the Indonesian language text. This algorithm can be used to identify and 
select a subset of features from relevant or critical data to improve model performance without reducing the 
accuracy of results on prediction or classification capabilities. In general, this algorithm is: 
 

 
Fig. 1 Algorithm genetic algorithm design for feature selection using SVM model 

 
 

 

Fig. 2 Framework feature selection using genetic algorithm 
 

Figure 2 depicts the methodology employed in the GA for feature selection. The process commences with the 
input of a data vector, which is then partitioned for the purpose of fitness validation. Subsequently, an initial 
population is constituted with a specific number of individuals and a predefined number of features to be selected. 
The fitness of each individual in the population is evaluated using a SVM Based on the aforementioned score, the 
most optimal individual is selected as the parent (‘n_parent’), which is then subjected to a crossover process that 
yields a novel individual. Subsequently, mutation is conducted to introduce diversity into the population. The best 
score of each generation is recorded to monitor the progress of the algorithm. This process continues until a 
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stopping condition is reached, such as after a certain number of generations or when there is no significant 
improvement in the score. The outcome of this process is the selected features of the latest generation, which are 
ready to be used for further machine learning models. The process ends with the output of the selected features 
and the completion of the algorithm. 

3.5 Analysis 
In the fifth stage, sentiment analysis classification is performed using deep learning techniques. Here is a process 
plan for sentiment analysis. 
 

 
Fig. 2 Framework sentiment analysis deep learning-based 

 

3.6 Evaluation and Validation 
The proposed technique is evaluated based on accuracy, precision, recall, and F1 score.   The evaluation parameter 
is given below: 

3.6.1 Accuracy 
Accuracy is a fundamental evaluation metric that indicates the proportion of correct predictions made by the 
model, relative to the total number of predictions. It provides a general measure of the model's overall 
effectiveness. 
 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  𝑇𝑇𝑝𝑝+ 𝑇𝑇𝑛𝑛
𝑇𝑇𝑝𝑝+ 𝑇𝑇𝑛𝑛+𝐹𝐹𝑝𝑝+ 𝐹𝐹𝑛𝑛

    (4) 

 
𝑇𝑇𝑝𝑝 : True Positives – instances where the model correctly identified a positive class. 
𝑇𝑇𝑛𝑛 : True Negatives – instances where the model correctly identified a negative class. 
𝐹𝐹𝑝𝑝 : False Positives – instances where the model incorrectly predicted a positive class. 
 𝐹𝐹𝑛𝑛: False Negatives – instances where the model incorrectly predicted a negative class. 

3.6.2 Precision 
Precision, also referred to as positive predictive value, measures the accuracy of positive predictions made by the 
model. It is defined as the proportion of correctly predicted positive instances out of all instances that were 
predicted as positive. 
 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑝𝑝
𝑇𝑇𝑝𝑝+ 𝐹𝐹𝑝𝑝

   (5) 

 
𝑇𝑇𝑝𝑝 : True Positives – the number of correctly predicted positive instances. 
𝐹𝐹𝑝𝑝 : False Positives – the number of negative instances incorrectly predicted as positive. 
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3.6.3 Recall 
Recall, also known as sensitivity or true positive rate, is the ratio of correctly identified positive instances to the 
total number of actual positive instances. It provides insight into the model's ability to capture all relevant positive 
cases. 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝑇𝑇𝑝𝑝
𝑇𝑇𝑝𝑝 + 𝑇𝑇𝑛𝑛 

    (6) 

 
𝑇𝑇𝑝𝑝 : True Positives – the number of correctly predicted positive instances. 
𝐹𝐹𝑛𝑛 : False Negatives – the number of actual positive instances incorrectly classified as negative. 

3.6.4 F1-Score 
The F1-Score is a metric that combines precision and recall, offering a single measure of performance that 
balances both. It is the harmonic mean of precision and recall, providing an effective measure of a model's ability 
to minimize both false positives and false negatives. 
 

1 = 2 ∗  𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃∗𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

    (7) 
 
The F1-Score is particularly useful in scenarios where class distribution is imbalanced, as it provides a balanced 
view of precision and recall, avoiding biases that may arise when focusing on one metric alone. 

3.6.5 Confusion Matrix 
The confusion matrix is a fundamental instrument in the field of sentiment analysis, offering a comprehensive 
representation of a model's performance in categorizing sentiment. The confusion matrix provides a visual 
representation of the true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN) for 
each sentiment class, thus facilitating a comprehensive examination of the model's performance in predicting 
sentiment labels. By analyzing the confusion matrix, researchers can identify which sentiment classes are often 
confused with one another, thereby revealing specific areas where the model may require improvement. This 
information is vital for optimizing the sentiment analysis model, refining pre-processing techniques and 
enhancing feature selection methods in order to improve accuracy, precision, recall and F1-score. In essence, the 
confusion matrix represents a valuable diagnostic tool for the evaluation and interpretation of the effectiveness 
of sentiment analysis systems. 
 

 
Fig. 3 Confusion matrix design 

 
In this study, there are two classes of sentiment, namely positive and negative, so the confusion matrix can be 

illustrated in Fig. 3, where 𝑇𝑇𝑛𝑛 is true negative, 𝐹𝐹𝑛𝑛 is false negative, 𝐹𝐹𝑝𝑝 is false positive, and 𝑇𝑇𝑝𝑝 is true positive. 
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4. Result and Discussion 
The results of the pre-processing stage have yielded 41,140 features with TF-IDF. These features will subsequently 
be selected to identify the most pertinent features for sentiment analysis. The genetic algorithm has been modified 
with a fitness function evaluation model that employs the SVM method. A GA is an optimization method inspired 
by the process of natural selection. In the context of feature selection, a GA is employed to identify the most 
pertinent combination of features, thereby enhancing the performance of a model. The following are the GA 
parameters utilized in this study. 
 

Table 1 Parameter GA 
Parameters Values 
Features (n_feat) 41.140 
Features Selected (FS) 20.769 
Size of population 150 
Size of parent (n_parent) 30 
Mutation rate 0.01 
Size of generation (n_gen) 200 
Model evaluation Fitness Support Vector Machine (SVM) 

 
A GA was employed for the purpose of feature selection, with the utilization of a number of predefined 

parameters. The initial dataset yielded 41,140 extracted features. Following the completion of the feature 
selection process, 20,769 features were identified as the most relevant. The process entailed a population of 150 
individuals, with each generation comprising 30 parents selected based on their match rate. The mutation rate 
was set at 0.01, indicating that there was a 1% probability of a feature undergoing a change during the 
evolutionary process. The algorithm was executed for 200 generations to identify the optimal combination of 
features. In each evaluation phase, individual matches were evaluated using a SVM model to assess the efficacy of 
the selected subset of features in constructing an accurate predictive model. The evaluation yielded an accuracy 
rate of 91%. The subsequent Figure 4 illustrates the accuracy rate in each generation in relation to the individual 
match rate. 
 

 
Fig. 4 Best score 200 generation 

 
The sentiment analysis process is performed using a dataset comprising 20,222 features that have been 

selected for analysis. Subsequently, the data is divided into two distinct sets, with 80% allocated for training and 
20% designated for testing. Before evaluating the efficacy of the feature selection methodology developed with 
deep learning models, we conducted preliminary tests on Machine Learning models to ascertain the comparative 
performance of this feature selection about previous studies utilizing the identical dataset. Here are the results of 
our tests. 
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Table 2 Baseline model comparison from machine learning 
Author Model Features 

Selection 
Accuracy 
% 

Recall 
% 

Precision 
% 

F-Score 
% 

Prasetyo, et. al[38] SVM - 82.00 82.01 82.24 81.84 
Hadianti, et. al[39] SVM - 54 54 53 49 
Hadianti, et. al[39] Naïve Bayes - 53 53 52 49 

Propose 
SVM 

FSGA 
90.10 89.38 90.56 89.80 

Naïve Bayes 89.32 88.21 90.53 88.88 
 

The proposed approach, which employs FSGA, exhibits superior performance in all metrics (accuracy, recall, 
precision, and F-score) when compared to the methodologies utilized in previous studies, both for SVM and naïve 
Bayes models. This suggests that FSGA has been effective in markedly enhancing the model performance. 

Subsequently, the performance of this FS was evaluated using three deep learning models: LSTM, CNN, and 
DNN. To illustrate the potential of feature selection in enhancing model performance, a comparative analysis was 
conducted with the deep learning models utilized in previous studies. The architectural details of the LSTM [31] , 
CNN [33] , and DNN [32] models are presented below. 
 

 
Fig. 5 LSTM model architecture 

 
1. Layers: 

- LSTM Layer: The model starts with an LSTM layer, which is designed to handle sequential data and 
capture long-term dependencies. The output shape indicates that it outputs sequences of length 128. 

- Dropout Layer: A dropout layer follows, likely to prevent overfitting by randomly setting a fraction of 
input units to zero during training. 

- Dense Layer: The final dense (fully connected) layer with 2 units suggests that this is a binary 
classification task. 

2. Total Parameters: 21,129,986 parameters, a significant number primarily due to the LSTM layer, which has 
a high number of trainable parameters. 

3. Hyperparameters: 
- Number of Layers : The LSTM model has one LSTM layer, a dropout layer, and a dense layer, chosen to 

capture temporal dependencies in the data. 
- Units per Layer LSTM Model: 128 units in the LSTM layer, chosen to balance the need for capturing 

complexity without overly increasing the model size. 
- Activation Functions : Although not explicitly stated in the images, typical choices might include ReLU 

for intermediate layers and softmax for the final dense layer in a binary classification task. 
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Fig. 6 DNN model architecture 

 
1. Layers : 

- Dense Layer 1: The model begins with a dense layer having 64 units, indicating a fully connected 
neural network structure. 

- Dense Layer 2: A second dense layer with 2 units, again for binary classification. 
2. Total Parameters: 2,631,154 parameters, indicating a smaller model compared to the LSTM. This 

structure is typical for feedforward networks used in classification tasks. 
3. Hyperparameters: 

- The DNN model uses two dense layers, typical for simple neural network architectures aimed at 
classification tasks. 

- DNN Model : 64 units in the first dense layer, likely chosen as a middle ground for model complexity. 
- Activation Functions : Although not explicitly stated in the images, typical choices might include 

ReLU for intermediate layers and softmax for the final dense layer in a binary classification task. 
 

 
Fig. 7 CNN model architecture 

 
1. Layers : 

- Conv1D Layer : The first layer is a 1D convolutional layer with 512 filters. This layer is designed to 
capture local patterns in the input data, which is useful for time series or sequential data. 

- MaxPooling Layer : A max-pooling layer follows, which down-samples the input representation to 
reduce its dimensionality. 

- Dropout Layer : Similar to the LSTM model, this dropout layer is used to reduce overfitting. 
- Dense Layer : The final dense layer with 2 units, indicating the output for binary classification. 

2. Total Parameters : 770 parameters, making it the smallest model among the three, which suggests a more 
straightforward architecture. 

3. Hyperparameters: 
- The CNN model has a single convolutional layer followed by pooling, dropout, and a dense layer, 

sufficient for capturing local patterns in the data. 
- CNN Model: 512 filters in the Conv1D layer, possibly chosen to allow the model to capture a wide 

range of features in the data. 
- Activation Functions : Although not explicitly stated in the images, typical choices might include 

ReLU for intermediate layers and softmax for the final dense layer in a binary classification task. 
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In the process of training and testing, the Adam optimization method was employed with beta 1 and 2 values 
of 0.001 and 0.999, respectively, and an epsilon value of 1e-8. The model was trained on a laptop with the following 
specifications: Intel Core i5 8265U 1.8 GHz (8 CPUs) and NVIDIA GeForce MX250 20 GB GPU. The model training 
process was conducted using a graphical processing unit (GPU). Subsequently, the evaluation is conducted using 
the Scikit-Learn library. The results of the baseline model performance evaluation, conducted with a combination 
of n-grams 1, epoch 20 for CNN models and 50 for LSTM and DNN models, batch size 64, and the optimal learning 
rate value, are presented in Table 3. 

 
Table 3 Baseline model results from deep learning 

Model Learning 
Rate 

Time Train Model / 
Second 

Accuracy 
% 

Recall 
% 

Precision 
% 

F-Score 
% 

FSGA+ 
CNN 

0.0001 1058.803205013275 88.80 88.80 88.96 88.83 
0.001 2530.803205013275 87.76 87.76 87.74 87.74 
0.01 2516.487139225006 86.46 86.46 86.44 86.45 
0.1 2520.420850276947 85.42 85.42 85.47 85.44 

FSGA+ 
DNN 

0.0001 25.886037588119507 89.58 89.58 89.58 89.56 
0.001 26.285757541656494 87.24 87.24 87.22 87.23 
0.01 25.910236597061157 85.42 85.42 85.51 85.44 
0.1 26.043387413024902 84.90 84.90 84.90 84.94 

FSGA+ 
LSTM 

0.0001 165.1459002494812 91.41 91.41 91.41 91.39 
0.001 160.34843707084656 84.11 84.11 84.24 84.15 
0.01 161.27437591552734 82.29 82.29 82.71 82.36 
0.1 162.45469689369202 56.51 56.51 31.93 40.81 

 
 

 
Fig. 8 Compare performance baseline 

 
From the results of sentiment classification, the next stage is to analyze the results of sentiment classification 

in positive and negative categories. Here is a picture of the confusion matrix of the best scores from the test data. 
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(a) 

 
(b) 

 
(c) 

Fig. 9 Confusion matrix deep learning-based (a) FSGA+LSTM model; (b) FSGA+DNN model; (c) FSGA+CNN model 
 

From the results of experiments using different learning rate optimizations, the next step is to choose the 
model with the best accuracy from all trials conducted. The best accuracy results will then be compared with 
previous research models adopted and tested with the data in this study. The following are the results of a 
performance comparison based on best accuracy. 
 

Table 4 Baseline performance comparison 
Author Model Time Train 

Model / Second 
Accuracy 
% 

Recall 
% 

Precision 
% 

FScore 
% 

Pipin et al. n.d 
(2022)[31] 

LSTM 282.87886142
730713 

83.59 82.73 83.79 83.08 

Hidayat et al. 
(2021)[32] 

DNN 51.541644334
79309 

84.11 83.74 83.88 83.81 

Hidayat et al. 
(2022)[33] 

CNN 2059.8623094
32134 

82.55 82.29 82.26 82.27 

Proposed 
 

FSGA+LSTM 165.14590024
94812 

91.41 91.41 91.41 91.39 

FSGA+DNN 25.886037588
119507 

89.58 89.58 89.58 89.56 

FSGA+CNN 1058.8032050
13275 

88.80 88.80 88.96 88.83 

 
As evidenced by the trials conducted with varying learning rates, as detailed in Table 4, the learning rate of 

0.0001 yielded the optimal evaluation value among the three models employed. The models in question are the 
FSGA + LSTM, FSGA + DNN, and FSGA + CNN models. The LSTM model exhibited a 7.82% increase in accuracy, 
while the DNN and CNN models demonstrated 5.47% and 6.25% gains, respectively. Furthermore, in addition to 
the aforementioned improvements in accuracy and dimensionality reduction, computational efficiency was also 
achieved, with the average training time reduced by 50% in comparison to the model that did not undergo feature 
selection. The subsequent graph offers a visual representation of the outcomes yielded by the three proposed 
models. 
 

 
  

(a) (b) 
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(c) 

 
Fig. 10 Plot training and validation (a) FSGA+LSTM model;(b) FSGA+DNN model; (c) FSGA+CNN model 

  
In order to prevent overfitting, a number of techniques are employed in the models. The dropout rate is set at 

0.5 for LSTM and DNN models, whereas CNN models employ a dropout rate of 0.2. Furthermore, regularization 
(L2) is applied to LSTM and DNN models with a value of 0.01. These measures have been demonstrated to be 
effective, as evidenced by the training and validation loss graphs. The LSTM and DNN models demonstrate robust 
performance, exhibiting a reduction in loss and an increase in accuracy on both training and validation data 
without significant overfitting. In contrast, the CNN model employs dropout solely for the purpose of attaining 
optimal performance. Of the three models that were tested, the LSTM model demonstrated the most accurate 
results. 

5. Conclusion 
The research demonstrates that the optimization of Indonesian text sentiment analysis with feature selection in 
the deep learning model is highly effective. The efficacy of feature selection using a genetic algorithm with the 
incorporation of an SVM-based fitness evaluation model is demonstrated by the reduction in data dimension from 
41,140 to 20,769. With a reduction in dimensions, the evaluation results demonstrate an improvement in 
accuracy, both in machine learning and deep learning models. In the evaluation using the same dataset, there was 
an increase in accuracy in the machine learning model, with the SVM method demonstrating an 8.10% 
improvement and the Naïve Bayes method exhibiting a 36.1% enhancement. In contrast, the deep learning model, 
which employed the same architectural configuration as in the preceding study but utilized a distinct dataset, 
demonstrated an increase in accuracy of 7.82% for the LSTM model, 5.47% for the DNN model, and 6.25% for the 
CNN model. The LSTM model exhibited optimal performance, with an accuracy value of 91.41%. In addition to 
reducing dimensions and increasing accuracy, this feature selection can also reduce training computation time. 
Based on the analysis, approximately 50% of the computation time can be reduced with a relatively small amount 
of data. The present study will be extended in the future to include further experimentation with feature selection 
on additional models, with an investigation of different layers and hyperparameters. Moreover, testing will be 
conducted on a variety of cases, including Indonesian texts with topics that are likely to become trending in the 
future. 
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