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ABSTRAK 

Sejak kebelakangan ini, analisis ramalan telah semakin popular dalam bidang pengajian 

tinggi kerana ianya dapat menyediakan maklumat yang sangat membantu kepada 

pendidik dan ia juga berpotensi membantu mereka menambahbaik prestasi pelajar. 

Berdasarkan kajian literatur, kajian mengenai mesin pembelajaran dan analisis ramalan 

untuk menambahbaik prestasi pelajar di peringkat pengajian tinggi di Malaysia adalah 

terhad. Di samping itu, peningkatan kadar keciciran di kalangan pelajar-pelajar adalah 

isu yang penting di Institusi-institusi Pengajian Tinggi. Dengan kadar keciciran yang 

tinggi ini, reputasi  institusi pendidikan akan merundum. Tambahan pula, ia boleh 

menyebabkan kehilangan modal insan yang ketara kepada negara. Sasaran utama kajian 

ini ialah membangunkan model ramalan yang paling tepat bagi meramal tahap prestasi 

pelajar menggunakan teknik pembelajaran mesin seperti regresi logistik multinomial, 

pokok Keputusan, Hutan Rawak, jiran terdekat K, Naïve Bayes, dan mesin vektor 

sokongan. Kajian ini telah menggunakan kaedah Korelasi Cramer’s V dan Pekali 

Korelasi Pangkat Spearman bagi menentukan faktor yang paling mempengaruhi tahap 

prestasi pelajar. Metrik penilaian prestasi merangkumi ketelitian, pengingatan, ketepatan, 

skor F1, dan luas di bawah keluk operasi penerima ciri. Berdasarkan set data yang 

merangkumi pelajar yang mendaftar dalam kursus Statistik Perniagaan di Universiti 

Islam Pahang Sultan Ahmad Shah dari 2013 hingga 2022, kajian ini telah menentukan 

bahawa markah terkumpul pelajar sebagai faktor yang paling berpengaruh dalam 

menentukan tahap prestasi pelajar. Secara khususnya, pokok keputusan dikenalpasti 

sebagai model ramalan yang paling tepat, yang mempunyai nilai ketepatan 0.60. Model 

tersebut juga turut mendapat skor yang tinggi bagi pengingatan dan skor F1 berbanding 

model-model yang lain. Akhirnya, empat model telah mendapat skor sempurna, 1.00 bagi 

luas di bawah keluk operasi penerima ciri untuk membezakan gred pelajar gagal. Pada 

hujung kajian ini, dicadangkan supaya kajian akan datang dapat menilai semula model 

ramalan ini dengan menumpukan penambahan pembolehubah atau teknik yang dapat 

membantu menimkatkan ketepatan ramalan. Algoritma ramalan tersebut juga boleh 

dibangunkan melalui Sistem Pengurusan Pembelajaran bersama-sama papan pemuka 

supaya dapat memudahkan analisis pada masa akan datang.  
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ABSTRACT 

Recently, predictive analytics research has grown in popularity in higher education 

because it provides helpful information to educators and potentially assists them in 

enhancing student achievement. Based on the literature review, studies on machine 

learning and predictive analytics to improve student performance are still scarce in 

Malaysian higher education. Besides that, the increment of dropout rates among students 

is crucial issue in Higher Education Institutions. With a huge number of students drop 

out, the higher education institution’s reputation might be dropped. Furthermore, it may 

cause a significant loss of human capital for the country. The main goal of the study was 

to develop the most accurate predictive model for predicting students’ performance levels 

using machine learning techniques such as multinomial logistic regression, decision trees, 

Random Forest, k-nearest neighbor, Naïve Bayes, and support vector machine. This study 

used Cramer’s V correlation and Spearman’s Rank Correlation Coefficient to determine 

the most correlated factor towards students’ performance level. Evaluation metrics 

encompass precision, recall, accuracy, F1-score, and area under the receiver operating 

characteristics curve. Drawing from a dataset spanning students enrolled in the Business 

Statistics course at Universiti Islam Pahang Sultan Ahmad Shah from 2013 to 2022, this 

study identifies students’ carry marks as the most correlated factor in determining 

performance levels.  Particularly, the decision tree is identified as the most accurate 

predictive model, having a 0.60 accuracy value.  The model also has the highest value for 

recall and F1-score compared to other models.  Finally, four models, namely multinomial 

logistic regression, decision tree, Random Forest, and Naïve Bayes, have perfect scores, 

1.00 of area under the receiver operating characteristics curve to distinguish fail grade 

students. At the end of this study, it is recommended that future research might reassess 

the model by considering additional variables or techniques that may help improve the 

predictive accuracy. The predictive algorithm can also be added to the Learning 

Management System along with a dashboard so that it is easier to do analyses in the 

future.  
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CHAPTER 1 

 

 

INTRODUCTION 

1.1 Research Background 

Predictive analytics is a part of data mining (DM) that is able to predict outcomes 

or possibilities based on datasets. This analysis recommends the prediction of future 

events by developing predictive models using statistical modeling, DM and Machine 

Learning (ML) approaches. DM is a field which perceives knowledge from large 

historical data. This field addresses the inquiry of how good to use the historical data to 

determine common routines and enhance the decision-making process (Mitchell et al., 

1999). On the other hand, ML is known as a scientific method which involve the practice 

of how machines acquire knowledge or learn from the occurrence (Kavakiotis et al., 

2017). Utilizing ML and DM approaches in predictive analytics is crucial to provide tools 

to build accurate predictive models. The predictive model is formed based on the data 

used as well as the objective of the predictive analysis which is either regression or 

classification techniques (Mishra et al., 2012).  

Predictive analytics research has gained popularity in higher education in recent 

years for its capacity to give educators valuable insights and potentially aid in bolstering 

students’ academic success. Educators have the opportunity to utilize predictive analytics 

to establish effective measures aimed at enhancing student performance, averting dropout 

instances, and ensuring student retention (Abdul Bujang et al., 2021). In higher education 

environments, two key application purposes of DM and ML may be identified which are 

predictors and early warning systems. A predictor seeks to forecast the outcome of a 

course given a specific set of input data, whereas an early warning system performs the 

same tasks as a predictor and reports its findings to teachers and students at an early stage. 

Therefore, efforts to avoid or minimize possibly unfavorable consequences can be done. 

Student’s performance, risk of failing a course, dropout risk, grade prediction, and 

graduation rate are all common prediction targets in higher education sector (Tatar et al., 

2020).  
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Each university has its database system that allows student’s data to be accessed 

by lecturers and academic administrators of the university. Therefore, this institution 

should utilize the database as well as possible to guide them in making decisions on 

various aspects, especially those related to students’ academic improvement. There is no 

doubt that the trend in the use of ML methods to predict student performance among 

public and private universities in Malaysia is increasing, however, as per a literature 

review, there remains no evidence to suggest that this technique has been implemented 

in any Islamic universities. Students from Islamic universities and public universities 

commonly have slightly different information on their cultural and educational 

backgrounds. Most of the students from Islamic universities do not excel in subjects 

involving science and mathematics. Therefore, developing a predictive model to identify 

the failure at an early stage is very important. 

Generally, a student’s performance for a certain course is determined by the 

student’s grade for the course or by classifying whether they pass or fail the course. 

Preliminary predictions of students’ performance, relying on their accumulated marks, 

past achievements, and various other factors, proved beneficial for students and lecturers 

in early actions to enhance their achievement before the examination. It enabled students 

to prepare and strengthen their carry marks to improve their final grades. Moreover, 

lecturers could focus more on students predicted to have lower grades. Therefore, the 

goal of this study is to develop a predictive model for students’ performance levels which 

according to students’ final grades for a selected course and details will be discussed 

further in the rest of this thesis. 

1.2 Problem Statement 

Dropout rates among students is a big issue in Higher Education Institutions 

(HEIs). According to the New Straits Time reports on 2nd August 2022, the Dewan 

Rakyat was presented that 17,613 undergraduate students failed to complete their studies 

in 2021. The figure shows an increment of more than 4,000 dropouts from year 2020.   

Dropouts have a detrimental impact on both educational institutions and stakeholders. 

Moreover, with the prevalence of virtual learning methods in today's education system, 

dropout rates continue to rise (Kabathova et al., 2021). Numerous factors, such as 

academic performance, health, family, and personal reasons, can contribute to dropout 

rates, which vary depending on the field of study and the higher education institution. If 
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a substantial number of students drop out of their respective universities, it could tarnish 

the reputation of the higher education provider. Furthermore, dropping out of school 

would lead to a significant loss of human capital for the country, as public universities 

would produce fewer professionals and experts (Sani et al., 2020).  

Generally, when students fail, they must retake the subject in the subsequent 

semester. It incurs additional university expenses and burdens various parties, including 

parents and lecturers. Moreover, the financial pressure on the family escalates as the 

college loan needs to be repaid despite the student not completing their studies. 

Household income in Malaysia is categorized into the groups of Bottom 40% (B40), 

Middle 40% (M40) and Top 20% (T20). Department of Statistics Malaysia have been 

reported that the B40 household median income in 2023 was less than RM6,338.00. This 

amount is very burdensome compared to the amount of fees that need to be paid if their 

children are studying in a private university which is not less than RM8,000 to RM10,000 

per year. Consequently, students are less inclined to maintain motivation in their studies 

if they know their parents cannot afford the fees.  

Through the grading system at Universiti Islam Pahang Sultan Ahmad Shah 

(UnIPSAS), the passing point for Grade Point Average (GPA)  was 2.00. According to 

the record of student results for the subject of Business Statistics (BS), the percentage of 

students who got at least grade C (grade point 2.00) for the year 2022 has decreased by 

12% compared to the previous year. In addition, students who failed (grade E) have 

increased from 5% in 2021 to 8% in 2022. The total number of students who took this 

subject for both years was an average of 25 students. BS is a core subject for all courses 

in management field under the Faculty of Management and Informatics at UnIPSAS. 

Failure to get a good pointer, which is a pointer of 2.00 and above, can affect the student’s 

GPA for the semester and subsequently can affect their Cumulative Grade Point Average 

(CGPA). 

Currently, in Malaysian higher education, research on predictive analytics 

through  ML techniques to enhance students’ achievement are still scarce (Abdul Bujang 

et al., 2021). Typically, in every university, students’ grades and final marks are revealed 

following the final examination, indicating that students become aware of their 

achievements only after the faculty has announced their grades. At that time, students just 

have to accept if they fail and lecturers cannot offer any help to improve their results. 
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Whereas, there is a vast of students’ data that can be used to identify trends and patterns 

of student achievement more earlier using various statistical methods. Based on that 

reason, student’s performance predictive analytics is required to identify students with a 

high likelihood of dropping out. This predictive analytics needs to be done to prevent 

student failure so that students can avoid the burden of paying higher fees to repeat the 

subject. At the same time can improve student’s GPA and CGPA so that they can graduate 

with excellence. 

One of the most effective techniques in predicting students’ academic 

performance, which has an impact on early intervention, personalized learning, and 

educational policy decisions is machine learning models. Although machine learning 

models are an effective tool for forecasting students’ performance, attaining high 

accuracy rates is still very difficult. A number of factors can affect how accurate 

predictive models are in this area, including feature selection, data quality, model 

complexity, and result interpretability. This study will also look at how accurate the 

model’s prediction rate is against real data where the number is also limited. Further 

research is also necessary to determine whether these models can be applied to diverse 

student populations and how to balance model complexity and forecast accuracy.  

1.3 Research Questions 

This study is conducted to answer the following research questions: 

1. What are the factors that affect the students’ performance level in the Business 

Statistics course? 

2. What is the most accurate predictive model for students’ performance level in the 

Business Statistics course at UniPSAS? 

3. How to evaluate the performance of the proposed models? 
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1.4 Research Objectives 

This study focuses on the following objectives: 

1. To determine the factors that affect the students’ performance level in the 

Business Statistics course by using Cramer’s V and Spearman’s Rank Correlation 

Coefficient. 

2. To propose the most accurate predictive model for students’ performance level in 

the Business Statistics course at UniPSAS by using the machine learning 

techniques. 

3. To evaluate the performance for the proposed models using the value of precision, 

recall, accuracy, F1-score, and area under receiver operating characteristics curve 

(AUC) as well as new dataset. 

1.5 Research Scope 

The case study focuses on students enrolled in the BS course at UnIPSAS. It was 

conducted at UnIPSAS using a database from the UnIPSAS LMS called eCampus 

UnIPSAS, as well as lecturer’s records for the BS course. The course’s records from the 

years 2013 to 2022 were analysed to develop a predictive model for the students’ 

performance levels using ML techniques. The dataset was analysed using Python 

software and libraries such as Numpy, Scikit-learn, Pandas, and Matplotlib. The BS 

course is taken by students from diploma programmes in Business Study, Finance and 

Banking, Marketing Management, and Accounting.  

1.6 Research Significance 

With the increasing accessibility of student data, there is a need to understand and 

utilize it to gain insights into the educational landscape. This study is very important to 

various parties such as the government, specifically to the Malaysian Ministry of 

Education (MOE), the industry, the higher education provider, particularly UniIPSAS, 

parents, as well as other researchers in the same field. This research has the potential to 

inspire proactive measures by identifying failed students earlier. Consequently, it can 

diminish the likelihood of these students dropping out and discontinuing their studies. 
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The MOE in Malaysia is always committed to ensuring the academic success of 

graduates. With the development of technologies that continue to play an important role 

in the field of education, the integration of predictive analytics studies can enable the 

ministry to continuously refine education strategies and policies in Malaysia. Therefore, 

the educational system in Malaysia will remain responsive to the needs of students, 

faculties, and also various industries. In addition, MOE has reported the yearly outcome 

of Graduate Employability survey and always strives to increase the employability rate 

of graduates in Malaysia. By conducting the predictive analytics research for students’ 

performance during their studies in order to prevent failure of certain courses, it will 

improve students’ retention rate and next will ensure students’ graduation on time. As the 

consequences, students who have graduated with good results will be able to continue 

their careers in various fields and it may help to increase the Graduate Employability 

rates. 

Predictive analytics is an effective method to improve the way higher education 

providers deal with student achievement issues. Typically, in the context of HEIs in 

Malaysia, educators are required to analyse the academic performance of students 

reviewed via final examination directly from a large database at the end of each semester. 

Nevertheless, this database is insufficient for determining analytics, insights, and trends 

about student success or failure. Therefore, in order to overcome the weakness, it is 

necessary to obtain an effective decision that benefits both the institution and the students. 

This study will assist UniPSAS as a higher education provider in estimating students' 

performance, and next will help them to gain insight and trends of students’ performance 

at an early stage. 

In addition, this study will also benefit UnIPSAS’s students in making their initial 

preparations before the final examination. With the predictive model developed in this 

study, not only their grades will be predicted, but they can also predict the GPA and 

CGPA for the current semester. Therefore, it is clear that this study is very important for 

students to improve their achievements for each course taken. It can reduce the rate of 

students who have to repeat subjects and get a poor GPA. 

 



   

 

7 

1.7 Thesis Organization 

All chapters included in this thesis are illustrated in Figure 1.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1 Thesis Organization 

 

 

 

Methodology 

Data collection and preprocessing, correlation analysis, model development, model 

evaluation and testing. 

 

Chapter 3 

Introduction 

Research background, problem statement, research questions, 

research objectives, research scope and significance of the study. 

 

Chapter 1 

Literature Reviews 

Predictive analytics analysis and machine learning, the application of machine 

learning in predicting students’ performance, attributes and model selection 

 

Chapter 2 

Conclusion 

Conclusions of findings and results, limitation of study, and recommendation for 

future work 

 

Chapter 5 

Results and Discussion 

Results on data preprocessing, correlation values for each independent 

attributes towards students’ performance levels, models’ performance 

evaluation score and the result of model testing on new dataset 

 

Chapter 4 
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CHAPTER 2 

 

 

LITERATURE REVIEWS 

2.1 Introduction 

This chapter begins with an overview of predictive analytics research and a 

general description of the purpose of predictive analytics in several sectors, including the 

higher education sector. Focusing on the related techniques that have been used in this 

study, this chapter also discusses the application of machine learning (ML) methods in 

predicting student performance based on previous studies, as well as the discussion of 

studies related to attribute selection to build the predictive models for students’ grades, 

using ML techniques. 

2.2 Predictive Analytics Research 

Today's world is filled with data, much like the air. With data capture and 

consumption growth in the digital age, organizations have turned to predictive analytics 

more than ever before. This powerful tool enables them to enhance performance, 

streamline operations, mitigate risks, and identify fraudulent activities. Furthermore, 

predictive analytics for making decisions has garnered significant attention recently. 

Poornima and Pushpalatha (2018) explained predictive analytics as a set of statistical and 

analytical tools for generating unique approaches for predicting future outcomes. 

Furthermore, predictive analytics also defined as a sort of big data analytics that involves 

collecting information from data in order to forecast trends and behavior patterns. 

Predictive analytics determines the likelihood of a condition occurring or the likely 

outcome of an occurrence in the future. Based on Figure 2.1, Poornima and Pushpalatha 

(2018) also described those predictive analytics involves six steps in its process. 

Following this, Mishra et al. (2012) outlined a predictive analytics process comprising 

four stages: gathering and pre-processing raw data, converting pre-processed data into a 

format compatible with the chosen ML technique, building models with the transformed 

data, and delivering forecasts to users based on the developed learning model. 



   

 

9 

 

Figure 2.1 Predictive Analytics Process 

Source: Poornima and Pushpalatha (2018) 

According to Shmueli and Koppius (2011), predictive analytics involves 

statistical models and other empirical methods to achieve empirical forecasts, as well as 

methods for evaluating the accuracy of those predictions in reality. They also summarized 

explanatory statistical models (models are trained on the fundamental effect - cause 

relationships between theoretical constructs) and predictive analytics modelling (models 

are focused on correlations between measurable variables) into five different functions: 

analysis goal, variables of interest, model building optimized function, model building 

constraints, and model evaluation. The different functions and contexts in which 

explanatory modeling and predictive analytics are built and operate lead to many 

differences in the model building process, which translate into different final models and 

different power evaluations. Table 2.1 summarizes the differences between explanatory 

statistical modelling and predictive analytics as described by Shmueli and Koppius 

(2011) in their research. 

 

 

 

 

 

 

 

 

 

 

Data Understanding Preparing data into an analytical 

data set 

Modelling using statistical or 

machine learning techniques 

Evaluating the model 

Monitoring the effectiveness in 

the real world 

Deploying the model in 

application 
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Table 2.1 The Differences of Explanatory Statistical Modeling and Predictive 

Analytics 

Function Explanatory Modeling Predictive Analytics 

Analysis goal Causal models were tested 

using explanatory 

statistical models. 

Predictive model is used to 

evaluate predictability 

levels and forecast new 

data. 

Variables of interest Operationalized variables 

are simply employed as 

tools to investigate the 

initial theoretical entities 

and their relationships. 

The focus is on the 

observable and measurable 

variables. 

Model building optimized 

function 

The goal of explanatory 

modelling is to reduce 

model bias. Type I and II 

errors are the riskiest. 

The goal of predictive 

modelling is to reduce the 

combined bias and 

variance. Over-fitting is 

the biggest threat. 

Model building constraints The empirical model must 

be understandable, support 

statistical testing of the 

hypotheses of interest, and 

be consistent with the 

theoretical model. 

Variables that are available 

at the time of model 

deployment should be 

used. 

Model evaluation Explanatory power 

evaluated by the strength-

off it analyzes and tests 

The accuracy of out-of-

sample predictions is often 

used to evaluate predictive 

power. 

 

Due to the fact that predictive analytics has been around for decades, it is a 

technology that has now reached its peak. One of the reasons is the growing volume and 

variety of data and the interest in leveraging data to generate variable insights. 

Additionally, predictive analysis is also an interactive method and easy to use with 

computer software. Therefore, predictive analytics is more than just the domain of 

mathematicians and statisticians; business analysts and professionals from many fields 

also use these technologies.   
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2.3 Predictive Analytics using Machine Learning Techniques in Higher 

Education Institutions. 

Throughout human’s evolution, they have utilized various tools to simplify 

specific tasks. The ingenuity of the human brain has spurred the development of multiple 

technologies, which in turn have facilitated numerous aspects of life, including travel, 

industry, and computing. Machine learning (ML) is among these transformative 

technologies. Large volumes of data were included in developing the best prediction 

analytics using ML techniques, which avoids many of the errors and limitations of 

traditional modelling techniques (Kendale et al., 2018).  

As per Mahesh (2018), ML is a field of study that empowers computers to learn 

without explicitly programming patterns. ML serves as a method for instructing machines 

to manage data effectively. Logistic regression (LR), support vector machine (SVM), 

Random Forest (RF), Naïve Bayes (NB), decision trees (DT), and k-nearest neighbor (k-

NN) are examples of algorithms used in machine learning. ML has been used to develop 

predictive models in various sectors, including health, business, education, and many 

other fields. As indicated by a study conducted by the Center for Digital Technology and 

Management (2015), the rise in the volume of education data due to digitalization has led 

to a heightened utilization of machine learning in education (Mduma et al., 2019). 

There is no doubt that ML is making its way into a wide range of industries, 

including the education industry, and institutions of higher learning are no exception. In 

education, ML approaches have been used in hundreds of studies on anything from 

student enrollment to graduation predictions, failure rates, retention, and performance. 

ML also greatly aids Higher Education Institutions (HEIs) in decision making, 

particularly at the level of stakeholders, management, deans, and department heads.  

The number of academic offers that prospective students turn down is rising every 

year. Based on previous students’ intake data, research by Basheer et al. (2019) attempts 

to forecast whether a student would accept or reject an academic offer from a university. 

The experiment was to identify the best model to predict whether students would accept 

or reject the offer using DT and k-NN algorithms. Both algorithms have shown the best 

accuracy of 66% with fifteen selected attributes, which include: applicants' gender, 

applicants' SPM stream, university campuses, applicants' hometowns, disabilities, 
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campus visits, and the order in which courses were chosen in the application form, as 

well as orphan and acceptance status. Besides that, Esquivel et al. (2021) evaluated of the 

many factors impacting the admission status of freshman applicants at the Philippine 

University. The decision support system was built with the LR as the preference 

algorithm. As a result, an accuracy rating of 80.5 percent was achieved by using Weka’s 

variable set to forecast the enrollment of applicants. There are many intelligent ways in 

which this kind of research can be used to improve the university's academic admissions 

process.  

The decisions made in strategic planning affect the policies, strategies, and actions 

of HEIs (Nieto et al., 2019). An analysis of South American undergraduate engineering 

graduation rates using three supervised classification methods namely DT, LR and RF 

was presented in Nieto et al. (2019) research. The area under the Receiver Operating 

Characteristic (ROC) curve of RF was the best result, with 84.11% score. The early 

detection of students who are unlikely to graduate using these studies is highly effective. 

However, from this prediction, other aspects such as students' academic performance and 

dropout rates might be examined.  

Nowadays, Virtual Learning Environments (VLEs) are sophisticated online 

education platforms that enable teachers to deliver courses that include well-managed 

resources and a plethora of engaging activities. Nowadays, the needs of the VLEs are 

particularly relevant and the trend is likely to continue in the future. However, dropout 

rates are a severe issue in contemporary e-learning systems as Kabathova et al. (2021) 

stated in their research which aimed to predict student dropouts in VLEs. The prediction 

accuracy of RF and LR achieved the highest score of 0.93 compared to NB, Neural 

Network, SVM, and DT. The information from this research may be used to develop a 

course recommendation. In other words, predicting students' performance should be the 

ultimate focus of all educational institutions worldwide (Ofori et al., 2020). 

 

 



   

 

13 

2.4 The Application of Machine Learning Models in Predicting Students’ 

Performance 

Predicting students’ performance should be the ultimate focus of all educational 

institutions worldwide (Ofori et al., 2020). Khan et al. (2015) developed a predictive 

model for the final grade of secondary school using the J48 DT algorithm. As a result, 

the accuracy rate obtained was 84.53%, which is considered high accuracy. However, it 

is essential to evaluate the accuracy of multiple machine learning models to determine 

which model is the best to predict students’ performance (Ofori et al., 2020). Some of the 

ML techniques that have been used by most researchers who make predictions for student 

performance include DT, RF, NB, SVM, LR, and k-NN. 

2.4.1 Decision Tree 

DT, known for its simplicity and ease of understanding, stands out as one of the 

most commonly employed prediction techniques. Researchers frequently rely on this 

approach to analyze small and large datasets and forecast values (Shahiri et al., 2015). 

Research conducted by Hamsa et al. (2016) revealed that, when predicting students’ 

academic performance, DT exhibited a higher level of accuracy than the Fuzzy Genetic 

Algorithm. This conclusion was drawn from a study involving 120 students from 

bachelor’s degree programs and 48 students from master’s degree programs. Abana et al. 

(2019) created a classification model to forecast students’ grades using DT method 

namely RepTree, Random Tree, and J48. The prediction model was tested on 133 

samples with five attributes. Random Tree achieved the optimum accuracy of 75.188 

percent, and considered as the best model compared to other DT models. 

2.4.2 Random Forest 

The RF is an algorithm for learning in groups. It is a method for supervised 

classification and made up of a large number of decision trees that have been constructed 

at random. RF produces and mixes many decision trees to improve forecast accuracy and 

consistency (Ünal, 2020). A finding from Zabriskie et al. (2019) has pointed out that RF 

performed better than logistic models by mixing in-class factors with institutional 

variables . Research by Xu et al. (2017) compared RF with LR, and k-NN method and 

found that RF was the best algorithm with the lowest Mean Squared Error (MSE) value. 
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2.4.3 Naïve Bayes 

The NB method is a straightforward probabilistic classifier based on the Bayes 

theorem with strong as well as Naive assumptions of independence. NB is an inductive 

learning technique in ML and DM. This algorithm utilizes the theory of Bayesian 

probability to predict future likelihood by leveraging prior experience (Ofori et al., 2020). 

Pojon (2017) research sought to identify the most efficient comparison-based prediction 

algorithm for forecasting students’ performance based on GPA and final grade. The 

outputs were set as the final mark and performance category. The results indicated that 

the NB classification algorithm performed the best in his first dataset, achieving an 

accuracy of 98 percent, while the DT algorithm was most effective in his second dataset, 

with an accuracy of 78 percent. 

2.4.4 Support Vector Machine 

The SVMs are a group of supervised learning algorithms that can be used for 

classification and regression (Ofori et al., 2020). The SVM algorithm aims to find a 

hyperplane in a N-number of variables (N-dimensional space) that distinctly classifies 

the data points. Hyperplanes are decision boundaries that assist in the classification of 

data items. Data points that lie on either side of the hyperplane may be assigned to distinct 

classes. Additionally, the size of the hyperplane depends on the number of attributes. 

Support vectors are data points that are closer to the hyperplane and influence its position 

and orientation. To build an SVM, the margin of the classifier needed to be maximized 

using these support vectors. The position of the hyperplane would change by adding or 

removing support vectors. Figure 2.2 shows the possible hyperplanes and the support 

vectors. 
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Figure 2.2 Possible Hyperplanes and Support Vectors 

Source: https://www.analyticsvidhya.com/blog/2021/10/Support-vector-machinessvm-

a-complete-guide-for-beginners/ 

 Several research conducted by Abu Zohair et al. (2021), Venkat et al. (2018), 

Barnabas et al. (2018), and Anderson et al. (2017) established that this algorithm was the 

best model for predicting students' performance when compared to other algorithms such 

as NB, k-NN and DT. 

2.4.5 Logistic Regression 

The LR is a machine learning method that is used for classification problems. It 

is a predictive analytic technique and relies on the theory of probability. There are three 

primary LR types, namely binary, multinomial, and ordinal. They vary in theory and 

implementation. In binary regression, there are simply two potential values: yes or no. 

Multinomial logistic regression involves at least three values, i.e., the cat's food 

preference (wet food, dry food, or human food). In the case of ordinal regression, there 

is an association between the levels (Hosmer and Lemeshow, 2000). 

Research by Zabriskie et al. (2019) employed RF and LR models to construct a 

predictive model of students' performances in Physics 1 and Physics 2 courses at a large 

eastern land-grant university. By combining variables such as homework grades and 

Cumulative Grade Point Average (CGPA), the study came up with an LR model to 

predict whether a student will receive a grade lower than "B" in the course, with 73% 

accuracy in Physics 1 (915 datasets) and 81% accuracy in Physics 2 (805 datasets).  

Yildiz et al. (2020) studied ML algorithms to predict academic achievement of 

421 students. This research aimed to estimate course success (yes or no) using the Neural 

 
Support Vectors 

Possible Hyperplanes 
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Network, k-NN, LR, SVM, DT, RF, and NB. When the prediction accuracy of machine 

learning algorithms was compared, the findings indicated that LR achieved a 78.4% 

accuracy value. In addition, LR was identified as the best algorithm to predict students’ 

performance by Dhilipan et al. (2021), with a 97.05% accuracy value compared to DT 

entropy and k-NN. 

2.4.6 k-Nearest Neighbor 

The k-NN method stands out as one of the foundation and significant 

classification algorithm in ML. According to Dhilipan et al. (2021), the k-NN method is 

non-parametric and does not make assumptions regarding data distribution. Their 

research demonstrated a high accuracy rate of 93.7 percentfor student grade prediction 

using previous semester marks as predictor attribtes. However, in a study by Xu et al. 

(2017), the k-NN method exhibited the lowest accuracy compared to RF, LR, and Linear 

Regression models. 

2.5 Attributes Selection and Data Sizes to Predict Students’ Performance using 

Machine Learning  

By studying previous data for future betterment, predictive analytics can improve 

and increase the quality of students' academic performance. Abdul Bujang et al. (2021) 

stated that various predictive analytics studies have been conducted utilizing ML to 

forecast student academic performance for the institution in order to improve the quality 

of decision-making. This research used demographic variables such as student’s 

identification number, year intake, cohort, gender, and continuous marks as the 

independent variable to predict students’ final grades for 489 students. As a result, the 

DT (J48) algorithm returned the highest accuracy compared to another method, namely 

RF, SVM, and LR. Next, Altabrawee et al. (2019) research found that DT also performed 

good accuracy after the ANN method with 76.93% accuracy in predicting only 161. 

Previous studies have explored the prediction of students’ final grades using their 

demographic attributes, including gender, student ID, class, year intake, and religion, as 

documented by Abdul Bujang et al. (2020), Karlos et al. (2020), Aman et al. (2019), and 

other researchers. One of the reasons why they used gender as one of the attributes is 

because students have different study or learning styles between males and females. Most 

female students exhibit a variety of positive learning styles and behaviors when compared 
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to male students (Shahiri et al., 2015). Other variables used to predict student’s grades 

were continuous assessment marks such as tests and quizzes as stated in Altabrawee et 

al. (2019), Eman et al. (2016), and Khan et al. (2015) studies.  

Table 2.2 summarizes the study on students’ grade predictions using various ML 

techniques, data sizes, variables and the best method found with the highest accuracy 

percentage. According to Table 2.2, Altabrawee et al. (2019) used English course grade 

data as one of their independent variables to predict Computer Science course grades. 

The English subject was chosen as an attribute because of its relevance to computer 

science and most computer educational materials are learned and delivered in English 

(Altabrawee et al., 2019). However, there are other courses that seem more relevant to 

predicting computer science courses where those courses are basic courses in the field of 

computers such as basic computing as well as mathematics courses. Choosing a course 

in the same field is better because it provides the same level of knowledge for the 

students. For example, the level of knowledge in mathematics subjects is relevant in 

predicting student achievement in statistics, computer science, and accounting courses. 

Table 2.2 also shows some studies that use a small dataset size, which is less than 

500 data. Barnabas et al. (2018), Venkat et al. (2018), and Abu Zohair et al. (2019) have 

conducted a study using dataset sizes of 247, 197 and 50 samples respectively and the 

results of their study found that the SVM model is the best model for predicting students’ 

performance. Ahmad N et al. (2021) conducted a predictive analysis research for student 

GPA using only a dataset of 59 first semester students from Universiti Teknologi Mara, 

Terengganu. The research successfully achieved 93.2% accuracy with the Artificial 

Neural Network model. Besides that, Razali M et al. (2022) used 141 datasets of 

Universiti Teknologi Sarawak students, to develop predictive models for students’ 

grading using the Bayes Network, NB, Simple Logistic, JRip Rule Classifier, and RF. As 

a result, the JRip Classifier was the model that produced 92% model accuracy.  



   

 

18 

Table 2.2 Related Studies on Students’ Performance Prediction using ML Techniques 

Title / Author Data size Variable  Method Evaluation 

Matrices 

Best 

Method 

A Predictive Analytics Model for 

Students Grade Prediction by 

Supervised ML  

(Abdul Bujang et al., 2021) 

489 Student number, class, year intake, 

cohort, gender, CGPA, Continuous 

assessment mark, final mark, total mark, 

final grade 

DT (J48), RF, SVM, 

LR 

Accuracy, 

MAE, RMSE, 

RAE  

J48 

 

 

 

Predicting Students’ Performance 

Using ML Techniques 

(Altabrawee et al., 2019) 

161 Personal and life style, studying 

style, family related, educational 

environment satisfaction, 1st sem 

English course marks,Grade Point 

Average (GPA) and computer 

science outcome (Good, weak) 

ANN, DT, LR, NB Accuracy, 

precision, recall, 

F-measure, 

classification 

error, ROC 

index 

ANN 

 

The Design of Predictive Model for 

the Academic Performance of 

Students at University Based on ML  

(Barnabas et al., 2018) 

247 Average matriculation results, self-

study, lecturer’s competency, 

attendance and first semester’s GPA, 

performance classes (Good, average, 

poor) 

Bayesian networks, 

SVM and DT 

Accuracy, 

RMSE 

SVM 
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Table 2.3 Continued 

Title / Author Data size Variable  Method Evaluation 

Matrices 

Best 

Method 

Grade Prediction Using Supervised 

ML Techniques 

(Eman et al., 2016) 

 

2500 Student’s information, test, quizzes 

and all assessments mark, class 

participation, grades 

DT Classifier, k-

NN, NB, Rule 

Induction   

Accuracy, 

precision, recall 

Rule 

Induction 

Final Grade Prediction of Secondary 

School Student Using Decision Tree 

(Khan et al., 2015) 

1500 Student performance, attendance, test 

and quiz, final mark, final grade 

J48 DT algorithm Accuracy J48  

 

Predicting Student Grades Using ML 

(Venkat N., 2018) 

197 ID, year, attendance, gender, CGPA, 

continuous assessment and final 

marks, Grade 

DT, NB, SVM, k-

NN  

Mean accuracy 

of 5-folds cross-

validation 

SVM 

A Machine Learning Approach for 

Tracking and Predicting Student 

Performance in Degree Programs  

(Xu et al., 2017) 

1169 GPA, course information, Grades Linear regression, 

LR, RF and k-NN  

MSE RF 
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Table 2.4 Continued 

Title / Author Data size Variable  Method Evaluation 

Matrices 

Best 

Method 

Prediction Of Student’s Performance 

by Modelling Small Dataset Size. 

(Abu Zohair et al., 2019) 

50 Student number, age, name, grade, 

course name, grade, Instructors name 

Multilayer 

Perceptron 

Artificial Neural 

Network, NB, 

SVM, k-NN, 

Linear 

Discrimination 

Analysis (LDA 

Accuracy, 

Cohen’s kappa 

SVM 

A Decision Tree Approach for 

Predicting Student Grades in Research 

Project Using Weka  

(Abana et al., 2019) 

133 Research Method grade, Research 

Project grade, gender, backlog, 

programming proficiency 

Random Tree, 

RepTree and J48 

Accuracy Random 

Tree 

Prediction    of    Students’    

Performance    using    ML  

(Dhilipan et al., 2021) 

1173 previous semester marks, final grade LR, DT, entropy 

and k-NN. 

Accuracy, 

precision, recall, 

f1-score 

LR 
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Table 2.5 Continued 

Title / Author Data size Variable  Method Evaluation 

Matrices 

Best 

Method 

Students’ Performance Prediction 

using Artificial Neural Network 

(Ahmad N et al., 2021) 

59 Interest in Electrical Engineering 

course, GPA, SPM results for 

Mathematics, Additional 

Mathematics, and Physics  

(binary class) 

ANN Confusion 

matrix  

ROC, cross 

entropy 

performance, 

and error 

ANN 

 

Predictive Model for Undergraduate 

Students Grading using Machine 

Learning for Learning Analysis  

(Razali M et al., 2022) 

 

141 Demographic, study preparation, 

study behaviour and environment, 

student’s motivation, and CGPA 

classification 

Bayes Network, 

NB, Simple 

Logistic, JRip, 

RF, etc. 

 Accuracy JRip 
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Based on observations from previous studies, some researchers use error 

measurements to predict classification output where it is not appropriate to use. Error 

measures such as Mean Absolute Error (MAE), Mean Squared Error (MSE) and Root 

Mean Squared Error (RMSE) are suitable for regression analysis. The achievement of a 

model is based on its accuracy value, because the higher the accuracy value, the better 

the model is in predicting the output. However, to add insight from the results of the 

analysis, the researcher can also make an AUC analysis using the One-vs-All setting, 

where the difference in prediction for each class can be determined.  

Multinomial class prediction models must be evaluated using the One-vs-All 

AUC to determine how well one class is differentiated from the others, identify specific 

flaws in the model, and guarantee balanced and comprehensible performance. This 

method offers a thorough, detailed, and trustworthy evaluation, which makes it a vital 

tool for building and implementing durable machine learning models for complicated 

classification problems. Therefore, this study also measured the model’s achievement 

from the AUC value using the One-vs-All technique to see which grade (according to 

performance level) can be predicted better by each model. 

2.6 Summary 

This chapter discusses predictive analytics research for academic performance. 

The initial part of this chapter begins with a general description of predictive analytics 

and relevant literature review on the application of predictive analytics using ML 

techniques. The last three subtopics were more focused on discussing the application of 

ML techniques to predict students’ final grades and the variables or attributes 

determination as the factors that affected the final grade. As a summary of this chapter, 

from the literature review on related studies, there is no study conducted among Islamic 

universities in this field. Islamic university students have different backgrounds and 

characteristics from general university students. Their students are not science stream 

students, so the factors that affect their science stream subjects, such as statistics, may be 

different. Therefore, it is crucial to assist educators in Islamic universities to prevent 

failure in science stream subjects. This study will provide the best ML model to predict 

students’ final grades and improve the failure rate before the final examination. 
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CHAPTER 3 

 

 

METHODOLOGY 

3.1 Introduction 

This chapter outlines the machine learning (ML) methodology employed to 

develop predictive models for students’ performance in the Business Statistics (BS) 

subject. As stated in the initial chapter, the primary aim of this research is to identify the 

optimal model capable of achieving higher accuracy in predicting students’ performance. 

This study primarily focuses on supervised ML methods since it aims to predict students’ 

performance through classification techniques. The dataset comprises student’s 

demographic information such as gender, program and intake as well as student’s 

achievement records (including CGPA before undertaking statistics courses, grades in 

Business Maths courses, carry marks, and BS performance levels) retrieved from the 

UnIPSAS Learning Management System (LMS), known as eCampus. 

3.2 Machine Learning Process 

The process of ML consists of developing self-learning algorithms and enabling 

the system to learn new things from the input. This study employed a few phases of the 

ML technique, as illustrated in the ML Pipeline (Figure 3.1). The data was collected from 

the LMS, and the variables were analyzed due to their perceived relevancy in the 

literature. The data analysis and preprocessing of the 450 student datasets began with an 

analysis of the variables’ significance. Next,  this research proposed to employ supervised 

models, which are multinomial logistic regression (MLR), support vector machine 

(SVM), Random Forest (RF), decision tree (DT), k-nearest neighbor (k-NN) and Naïve 

Bayes (NB) since the aim of this study is to obtain the best model to predict students’ 

performance level. 
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Figure 3.1 Machine Learning Pipeline 

 

3.2.1 Data Collection 

The ML techniques cannot be run without data. The data preparation phase 

involves two steps: data collection and preprocessing. To start with the process, we 

collected the required data and loaded it into the Python software. During the data 

collection phase, the entirety of the information was obtained from the Learning 

Management System (LMS), which includes students’ personal details, course outcomes, 

and grade points. Initially, the dataset was compiled and stored as an Excel file, which 

was later imported into Python as a CSV file. The dataset utilized in the study 

encompasses real data from students enrolled in the Diploma programs in Business 

Studies, Accounting, Marketing Management, Finance and Banking at UnIPSAS from 
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June 2013 to June 2022. Specifically, the dataset focused on 450 students attended the 

BS course during the fourth semester. As outlined in Table 3.1, the attributes encompass 

gender, course, student intake, Cumulative Grade Point Average (CGPA) from the 

semester preceding the BS course, Business Mathematics (BM) grades, total carry marks, 

and students’ performance levels based on their final grades in the BS final examination. 

Table 3.1 List of Attributes 

No Attributes Description Details Encode 

value 

1. Gender Student’s gender Male 

Female 

1 

0 

2. Intake Student’s intake First intake (June) 

Second intake (December) 

1 

2 

3. Program Students’ program Diploma in Accounting  

Diploma in Business Studies 

Diploma in Finance and 

Banking 

Diploma in Marketing 

Management 

0 

1 

2 

3 

4. CGPA Cumulative Grade 

Point Average (CGPA) 

for semester before 

taking BS subject. 

1.00 – 4.00 - 

5. CM Carry Marks for 

Business Statistics. 

0 - 50 - 

6. BM_grade Business Mathematics

grade 

A 

A- 

B+ 

B 

B- 

C+ 

C 

C- 

D+ 

D 

E 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 
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Table 3.2 Continued 

No Attributes Description Details Encode 

value 

7. BS_Performance 

level (grades) 

 

 

Student’s 

Performance Level 

According to Grades 

in Business Statistics 

Final Examination  

 

 

Excellent (A, A-) 

Very good (B+,B) 

Good (B-,C+) 

Pass (C,C-) 

Weak (D+,D) 

Fail (E) 

 

1 

2 

3 

4 

5 

6 

 
 

3.2.2 Data preprocessing 

Within machine learning (ML), data preprocessing encompassed the actions to 

refine raw data, rendering it suitable for developing and training ML models. Data 

preprocessing is a data mining technique employed in ML to transform real-world data 

into a structured and understandable format. Before preprocessing, it is imperative to 

conduct data analysis to identify any missing values. Addressing missing values is crucial 

as they can potentially impact the outcomes of ML models, thereby reducing their 

accuracy. However, in this study, missing values were not encountered as the dataset was 

extracted from the LMS, where student information was systematically recorded. Data 

preprocessing in this research used Python and involved procedures such as data cleaning, 

encoding, and handling outliers. 

After the data was successfully loaded, it needed to be transformed. For instance, 

CGPA had to be within a reasonable range, which was between 1.00 and 4.00, as well as 

the carry marks (CM) for the BS course, where the marks should have lie between 0 and 

50 marks. Most ML techniques, which have been shown to be effective in dealing with 

limited dataset sizes, require numeric variables (Abu Zohair et al., 2019). In this study, 

the encoding process needed to be done on the string variables, which were the student’s 

gender, student’s programs, BM’s grades, and students’ performance levels according to 

BS’s final grades, as illustrated in Table 3.1. In Python, the encoding function used was 

LabelEncoder(). 

Outliers were data points that were significantly distant from other data points and 

also known as extreme values that could lead to skewness in data distribution. They could 

adversely affect the performance of a developed model by impacting its accuracy and 
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causing inaccurate predictions. Outliers were typically identified using boxplot diagrams. 

In this study, outliers were treated using the Winsorize method, which involved setting 

minimum and maximum limits. This process began with determining the interquartile 

range (IQR), defined as the difference between the first quartile (Q1) and the third quartile 

(Q3). The new minimum limit was then calculated by subtracting 1.5 times the IQR from 

the Q1 value, while the new maximum limit was determined by adding 1.5 times the IQR 

to the Q3 value. Subsequently, a new variable with updated minimum and maximum 

limits was created and used in subsequent analyses. 

3.2.3 Feature Selection 

In ML modelling, feature selection is a process of selecting the relevant attributes 

from the original list of attributes to be used in developing the predictive models. This 

process aims to increase the performance of ML models. Typically, for supervised 

techniques, the relevance of attributes is evaluated by their correlation values with the 

target variable, which can be either categorical or numerical (Li J. et al., 2017). 

In machine learning, correlation analysis is a crucial step aimed at determining 

the relationship between independent attributes and the output. The correlation 

coefficient refers to the results of correlation analysis in which the values are in the range 

between −1.0𝑡𝑜 + 1.0.  According to Taylor (1990), the closer the correlation value to 

±1.0  , the stronger the correlation between the two attributes. In this study, the variables 

with excellent or high correlation values   (±0.7 to ± 1.0 ) were identified as the factors 

that affect students’ performance levels.  

 The method of identifying the correlation coefficient is based on the types of 

attributes used to develop the ML models. As stated in Table 3.1, the independent 

attributes (predictors) for this study are categorical and numerical types, while the target 

attribute is categorical (ordinal). Table 3.2 shows the different types of attributes used in 

this study and the appropriate correlation coefficient required to conduct correlation 

analysis between the predictors and the target attribute. 
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Table 3.3 Types of Attributes and Correlation Coefficients 

Independent 

Attributes 

(Predictor) 

Types  Target 

Attribute 

Types Correlation 

Coefficient 

Gender  

Intake 

Students’ program 

CGPA  

CM 

BM’s grades  

Categorical 

Categorical 

Categorical 

Numerical 

Numerical 

Categorical 

 

Student’s 

Performance 

Level 

 

 

Categorical 

Cramer’s V 

Cramer’s V 

Cramer’s V 

Spearman’s Rank 

Spearman’s Rank 

Cramer’s V 

 

Cramer’s V Correlation 

The association between two categorical attributes, like nominal or ordinal, could 

be obtained using the Pearson Chi-Square test. However, a significant p-value (p < 0.05) 

obtained from the Chi-square test could not determine the association strength. Cramer’s 

V correlation is more appropriate to determine the correlation strength between two 

categorical attributes. Cramer’s V correlation is very useful in checking the correlation 

strength when the two categorical attributes are significant, as determined by the Chi-

square test. Therefore, the Chi-square value is also used to obtain the Cramer’s V 

correlation and the equation is given by: 

√
𝜑2

min (𝑘 − 1, 𝑟 − 1)
=  √

𝜒2/𝑛

min (𝑘 − 1, 𝑟 − 1)
 

3.1 

   

Where 𝜑 is also known as phi coefficient, the value of 𝜒2 is obtained by the Chi-

square test, n is the total number of observations, and the value of k and r represent the 

number of column and rows for the contingency table. Table 3.3 provides the strength 

interpretation suggested by Sapra, R et al., (2021).  
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Table 3.4 The Strength Interpretation of Cramer’s V Correlation 

Effect Size Interpretation 

0 and under 0.1 

0.1 and under 0.2 

0.2 and under 0.4 

0.4 and under 0.6 

0.6 and under 0.8 

0.8 to 1.0 

Negligible Association 

Weak Association 

Moderate Association 

Relatively Strong Association 

Strong Association 

Very Strong Association 

 

Spearman’s Rank 

Spearman’s rank correlation coefficient (SRCC), denoted by 𝜌 (rho), is known as 

a non-parametric measure used to determine the strength and direction of monotonic 

association between two attributes. SRCC is suitable to use for evaluating the relationship 

between attributes when one or both are ordinal scales. According to Sapra R. et al. 

(2021), SRCC is an appropriate and commonly used correlation coefficient for ordinal 

and numerical data. These attributes are ranked in preference order, with ranks assigned 

based on the quantitative order of continuous values from the dataset. If the assigned 

ranks are different integers, 𝜌 is computed using the following equation: 

𝜌 = 1 −
6 ∑ 𝑑𝑖

2

𝑛(𝑛2 − 1)
 

3.2 

 

Where 𝑑𝑖 is the difference between the two ranks and 𝑛 represent the sum of all 

observations. In Python, the Spearmanr from Scipy module was imported to obtain the 

SRCC value. Yan et al., (2019) have provided the grading table to interpret the 𝜌 values 

as follows: 
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Table 3.5 Grading Table of Spearman’s Correlation Coefficient 

Grading Standards Correlation Degree 

𝝆 = 𝟎  

𝟎 < |𝝆| ≤ 𝟎. 𝟏𝟗  

𝟎. 𝟐𝟎 ≤ |𝝆| ≤ 𝟎. 𝟑𝟗  

𝟎. 𝟒𝟎 ≤ |𝝆| ≤ 𝟎. 𝟓𝟗  

𝟎. 𝟔𝟎 ≤ |𝝆| ≤ 𝟎. 𝟕𝟗 

𝟎. 𝟖𝟎 ≤ |𝝆| ≤ 𝟏. 𝟎𝟎 

no correlation 

very weak 

weak 

moderate 

strong 

very strong 

 

3.2.4 Data splitting 

The main goal of developing an ML predictive model is to obtain the best 

accuracy of prediction on new datasets, as well as unseen datasets. The foundation of all 

validation strategies is data splitting, where the dataset is divided into training and testing 

sets. The model is trained using the training dataset, and the evaluation part is done on 

the test dataset. This study used the Train Test Split method, which is known for its ease 

and effectiveness in ML model development. The training data comprised the initial 80% 

of the dataset, while the remaining 20% was allocated for testing purposes. However, the 

study also compared other divisions, such as 70% of training data and 30% of testing 

data, in order to find the most relevant division to obtain the best performance of the 

model. The figure illustrates the partitioning procedure using the Train Test Split method. 

 

 

 

 

Figure 3.2 Train Test Split Procedure 

 

 

Predictors, x 

Target, y 

80% of Training data              

(x_train, y_train) 

20% of Testing data         

(x_test, y_test) 

ML model 

development 

450 

Dataset 
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3.2.5 Model Development 

This research focused on implementing supervised ML techniques in predicting 

students’ performance level. Supervised learning algorithms are taught by looking at 

examples that had been labelled, like a set of inputs (i.e., students’ carry marks, CGPA, 

and pre-requisite subject’s grade) for which the desired output is known. The learning 

algorithm received a set of inputs along with the proper outputs, and it learned by 

comparing its actual outcome with the correct outputs to identify the model’s 

performance. The model is then modified appropriately until the desired performance is 

achieved.  

Classification is a process of finding a method that helps divide a dataset into 

classes depending on a variety of factors. A classification problem has a discrete value as 

its output. The objective of the classification method is to identify the mapping function 

that corresponded to the input to the discrete output. Types of algorithms in classification 

model development included decision tree (DT), Random Forest (RF), Naïve Bayes 

(NB), support vector machine (SVM), multinomial logistic regression (MLR), and k-

nearest neighbor (k-NN). 

Decision Tree (DT) 

A DT is a diagram similar to a flowchart that depicts the various consequences of 

a set of choices. It can be represented as a tree consisting of nodes from root to leaf, with 

inspections on characteristics set in internal nodes and class variables shown in leaf nodes 

(Eman et al., 2016). In order to predict the outcome, DT makes sequential, hierarchical 

decisions about the outcome variable based on the predictor data (Altabrawee et al., 

2019). Changing parameters such as the quality measure, splitting criteria, minimum 

number of records per node, and pruning procedure may enhance the accuracy of a 

decision tree model's predictions. In Python, the DecisionTreeClassifier was used to 

develop the DT model. The hyperparameters that were tuned were the Gini index and 

entropy. Gini Index and entropy are calculated as: 

Gini Index: 𝐼𝐺(𝑡) = 1 − ∑ 𝑃𝑖
2𝐾

𝑖=1  3.3 
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Entropy: 𝐻(𝑡) = − ∑ 𝑃𝑖 log2(𝑃𝑖)𝐾
𝑖=1  3.4 

 

where 𝑃𝑖 the probability of ith class in node, 𝑡 and 𝐾 is number of classes. 

Random Forest (RF) 

The RF algorithm is an extension of the decision tree method in which a large 

number of trees are created for the model instead of a single tree. This 'forest' of decision 

trees is used to analyze the data, and the ensemble then votes for the most probable result. 

Each decision tree categorizes each participant, and the classification that occurs most 

often in the forest is chosen (Zabriskie et al., 2019). RF is a bagging approach that creates 

an ensemble of trees by generating multiple training sets with replacement. The dataset 

is divided into N samples using randomized sampling. A model is built on all the samples, 

and then, using a single learning algorithm, the relevant predictions are combined using 

parallel voting. In summary, steps include in RF modelling were: 

1. Take n number of random records from the data set having k number of records. 

2. Individual decision trees are built for each sample. 

3. Each decision tree will produce an outcome. 

4. Final outcome is based on majority voting for classification. 

 

In an RF model, the number of decision trees to be built in the ensemble is 

specified by the n_estimators hyperparameter. By combining predictions from more 

giant trees, increasing n_estimators improves the model’s resilience and accuracy by 

lowering variance and enhancing generalization. It is expected to begin fine-tuning 

n_estimators with fewer trees, say, 100 or 200, and progressively increase them while 

tracking performance improvements until a point at which the benefits of adding more 

trees become less. The ideal value for n_estimators can be found using automated 

techniques such as Grid Search with cross-validation. This way, the model’s performance 

can be maximized without needlessly lengthening the training period. 
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Naïve Bayes (NB) 

The NB model was among the most popular supervised ML methods. The NB 

classifier is a straightforward probabilistic classifier based on Bayes’ theorem. NB’s 

effectiveness stems from the assumption of attribute independence, which may only hold 

in some real-world datasets (Aileen et al., 2023). Several approaches have been taken to 

address this assumption, with attribute selection being one of the most important. 

However, conventional methods of attribute selection in NB have significant 

computational costs (Aileen et al., 2023). The classifier used to develop the NB model in 

Python was Gaussian Naive Bayes (GaussianNB()). It is a classification method in ML 

techniques relying on the probability approach as well as Gaussian distribution. This 

classifier considers that all attributes are able to contribute independently to predict the 

outcome. The formula for NB classifier is expresses by: 

𝑃(𝑦 ∣ 𝑥1, 𝑥2, . . . , 𝑥𝑛) =
𝑃(𝑦) × 𝑃(𝑥1 ∣ 𝑦) × 𝑃(𝑥2 ∣ 𝑦) ×. . .× 𝑃(𝑥𝑛 ∣ 𝑦)

𝑃(𝑥1) × 𝑃(𝑥2) ×. . .× 𝑃(𝑥𝑛)
 

3.5 

 

where: 

𝑃(𝑦 ∣ 𝑥1, 𝑥2, . . . , 𝑥𝑛)  is the rear probability of class 𝑦  with 𝑥1, 𝑥2, . . . , 𝑥𝑛  as 

attributes. 

𝑃(𝑦) is the previous probability of class y. 

𝑃(𝑥𝑖 ∣ 𝑦) is the probability of attribute 𝑥𝑖 with class y. 

𝑃(𝑥𝑖) is the previous probability of attribute 𝑥𝑖. 

 

Support Vector Machine (SVM) 

The SVM is trained using the cost function. To ensure the accuracy of SVM, the 

value of theta (𝜃) have to be minimized. In the equation below, the functions cost1 and 

cost0 refer to the cost for an example where 𝑦 = 1 and 𝑦 = 0 respectively. The cost 

function determined by kernel (similarity) functions. 

𝜃 = 𝐶 ∑[y(i)cos1(θTx(i)) + (1 − y(i))cost0(θTx(i)] +
1

2
∑ θi

2

n

i=1

m

i=1

 
3.6 
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The kernel function is essential in the SVM algorithm as it is critical in 

determining the decision limit and converting the input into a higher-dimensional space 

where the data might be more distinguishable. Three standard kernel functions in SVM 

are the linear kernel, polynomial kernel, and Radial Basis Function (RBF) kernel. The 

linear kernel is a default kernel in many SVM executions and is suitable for data that 

could be separated linearly. The polynomial kernel is another kernel that allowed the 

SVM model to solve nonlinear associations between attributes and reflect on interactions 

of high-level attributes. Additionally, the RBF kernel is a popular option for SVM, and it 

captures the nonlinear association of data. It is essential to tune different kernels to obtain 

the best performance values. 

Besides the kernel function, other parameters that should have been considered in 

SVM’s hyperparameter tuning are regularization (C) and Gamma. C controls the trade-

off between enhancing the margin and reducing the error. In SVM, the margin is defined 

by the nearest support vectors on one of the hyperplanes. The C parameter helps to 

implement soft-margin SVM, where small C values increase the margin, while large C 

values indicate a hard margin for SVM.  

Gamma (γ) determines the effect of individual training data on the decision 

boundaries. A small value of gamma indicates a more significant radius effect for each 

support vector, resulting in a smoother decision boundary. The parameters in SVM are 

commonly tuned using the Grid Search technique. This technique involves assessing the 

model’s performance using different values of gamma and choosing the value that 

obtained the best performance. 

Multinomial Logistic Regression (MLR) 

Logistic regression is a mathematical modeling approach that explaines the 

correlation between several predictor factors X1 to Xk a and an outcome variable, D. MLR 

is one of the classification models applicable to predict more than two classes of outputs. 

In MLR, the probability for each class is modeled as an independent variable function 

and the Softmax function is utilized for probability calculation. Number of classes is 

denoted by K, where the value of K is more than 2 and the probability is 𝑃( 𝑦 = 𝐾 ∣∣ 𝑥 ), 

where x the independent variables. The equation of softmax function for k number of 

classes is given by: 
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𝑃( 𝑦 = 𝐾 ∣∣ 𝑥 ) =
𝑒𝑧𝐾

∑ 𝑒𝑧𝑖𝐾
𝑖=1

 
3.7 

 

where the logit (raw score) for K is denoted as 𝑧𝐾 , e is known as the base of 

Euler’s number, and the divisor is the summation of 𝑒𝑧𝑖 where i is equals to 1 until K. 

Next, hyperparameter tuning in MLR involved the hyperparameter solver, such 

as Limited memory Broyden Fletcher Goldfarb Shanno (lbfgs), Libliner, Stochastic 

Average Gradient (SAG), Newton-cg, and so on, for multinomial classification. The 

Solver is the optimization algorithm utilized by the MLR algorithm to determine the best 

coefficient to predict the likelihood of each class 

k-Nearest Neighbor (k-NN) 

The k-NN technique is a fundamental and straightforward supervised machine 

learning approach that can handle classification and regression problems. The k-NN 

classifiers identified a data item as belonging to the training dataset class to which it is 

geometrically closest (Anderson et al., 2017). Additionally, the k-NN algorithm assumes 

that similar things are near each other. For classification cases, k-NN operated by 

calculating the distance between an inquiry and each example in the data, picking the k 

closest to the query, and then voting for the most frequent label. For the distance, this 

study used the default setting, Euclidean distance. To choose the right k for the data, the 

k-NN algorithm needed to be executed several times with various k values. The final 

value of k was chosen based on the minimum number of errors while retaining the 

system’s capacity to generate correct predictions when testing with new data. The 

primary issue with the k-NN method was that excessive or irrelevant information could 

severely impact its accuracy. Similarly, its accuracy was reduced if the variable weights 

were inconsistent with their significance (Ofori et al., 2020). 

3.2.6 Evaluation of Model Performance  

The model’s performance was determined by four performance metrics: accuracy, 

precision, recall, and F1-score. All of these values can be obtained in Python through the 

classification reports. The classification report is commonly used for ML tasks, especially 

for classification. The values of these four metrics were obtained by the values of True 
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Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) through 

the confusion matrix.  

Since this research considered multi-class classification (6 levels of performance 

according to 11 possible grades for the BS subject), the TP, TN, FP, and FN needed to be 

measured for each class. The value of TP referred to the frequency of predictions where 

the classifier correctly predicted the positive class to be positive. In contrast, the value of 

TN referred to the frequency of predictions where the classifier or model correctly 

predicted the negative class as negative. On the other hand, FP referred to the frequency 

of predictions made by the model, which incorrectly predicted the negative class as 

positive. Meanwhile, FN is the number of predictions in which the model incorrectly 

predicted the positive class as negative.  

The accuracy of a system could be defined as the degree of similarity between the 

expected and actual values of a quantity (Eman et al., 2016). The higher the accuracy 

value, the better the performance of a model. It is most prevalent when all classes are of 

equal importance. The following equation can measure the accuracy:     

Accuracy =
TP+TN

(TP+FP+TN+FN)
   3.8 

 

The precision value is the proportion of predictions as a positive class are actually 

positive. It is defined as: 

Precision =
TP

(TP+FP)
              3.9 

                                     

The recall value indicated what proportion of all positive samples the classifier 

accurately identified as positive. It is also referred to as the TP rate, the sensitivity, and 

the probability of detection. To calculate recall, the following equation should be used: 

Recall =
TP

(TP+FN)
              3.10 
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F1-score gives a method for combining accuracy and recall into a single metric 

that includes both characteristics. Traditionally, F1-score is calculated as follows: 

F1-score =  
(2 × Precision ∙ Recall)

(Precision+Recall)
3.11 

Besides that, another evaluation method that could be used to validate model 

performance is the value of the area under the receiver operating characteristic (ROC) 

curve (AUC). The One-vs-All setting was employed to achive the AUC for multi-class 

models. This technique was used to create an overall AUC by classifying all classes as 

positive. This method trained a group of independent classifiers, with one class being 

positive and the others being negative. Each class’s AUC was averaged to provide a final 

area under the ROC curve for each model.  

The values of accuracy, precision, recall, and F1-score, as well as the AUC, could 

be interpreted as follows: a score less than 0.5 indicated poor value, between 0.5 to 0.7 

indicated moderate to good performance, and more than 0.8 indicated the best. In 

contrast, 1.0 indicated the perfect performance value. 

3.2.7 Model Prediction on New Dataset 

Data testing is vital to evaluate the performance and generalization abilities of the 

best model. The initial step was to ensure the new dataset was correctly prepared and pre-

processed using the same procedures as the training datasets. It includes encoding 

categorical variables and handling outliers. The complete data of 22 students who took 

the BS course in the most recent semester was analyzed, and predictions were formed 

based on their level of performance in the final exam results using the most accurate 

predictive model obtained in model development. 

3.3 Python Libraries 

Python has emerged as a leading programming language in scientific computing, 

gaining popularity in academic settings and the corporate landscape. Using this platform, 

Scikit-learn provides cutting-edge implementations of numerous well-established ML 

techniques while maintaining a user-friendly interface seamlessly integrated with the 

Python programming language. It satisfied the rising need for statistical data analysis by 
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non-specialists in software and online businesses and non-computer science subjects such 

as biology and physics (Pedregosa et al., 2011). Python libraries enabled users to access, 

analyze, and alter data for machine learning, which required regular data processing 

(Kumar, 2021).  

These are some of the most comprehensive libraries accessible for ML methods, 

according to Kumar (2021). 

1. Scikit-learn can manage fundamental machine learning methods such as 

clustering, logistic and linear regression, regression, and classification. 

2. Pandas are used for sophisticated data and structural analysis. It enables the 

merging and filtering of data, as well as the collection of data from other sources 

(such as Excel). 

  

As shown in Figure 3.1 in this study, all processes involved in the proposed ML 

pipeline were conducted using Python software. It started with completing data analysis 

processes such as selecting related attributes, encoding, and partitioning. The 

development of predictive models involving ML models, the measurement of the 

performance of proposed classifiers, and ending with the testing of the best model 

selection were all carried out. 

3.4 Summary 

This chapter elaborated on the methodology used in this study based on the ML 

pipeline. ML techniques and Python coding were utilised to achieve all the objectives in 

this study, starting from importing datasets, data preparation, variable selection, model 

development and evaluation, and model testing. To obtain the best model, the 

hyperparameters for each model were tuned before the best model was selected to predict 

new data. The proposed models to be developed and evaluated were DT, MLR, k-NN, 

RF, NB, and SVM. The results of all analyses will be discussed in the next chapter.
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CHAPTER 4 

 

 

RESULTS AND DISCUSSION  

4.1 Introduction 

This chapter discusses each result obtained from the model development process 

that has been carried out. It begins with a discussion of the findings from the process 

involved in the data preparation by providing overall details about the dataset used in the 

study and the data preprocessing steps used. Then, the correlation analysis results have 

also been obtained to identify the variables or factors that were most related to students’ 

performance in the final exam. Next, the data partitioning process for training and testing 

data is also discussed, as well as the finding of model performance, in which the best 

model is identified. Finally, the chapter discusses the results when the new dataset is 

applied to the best model. 

4.2 Data Preprocessing 

The data of 450 students was successfully retrieved from the LMS and selected 

as a raw dataset. As stated in Table 3.1, six variables were involved: gender, student 

programmes, student CGPA before taking the business statistics subject, total carry marks 

(CM), grade for the prerequisite subject (BM), and the performance level according to 

the final grades in business statistics (BS). 

As stated in Chapter 3, this dataset had no missing values or duplicate data. 

Therefore, the first step in data preprocessing was encoding, where all non-numeric 

variables were encoded into numerical data. The LabelEncoder() function in Python was 

used to encode data related to gender, course, and performance level. 

To mitigate extreme values in the data distribution, identified outliers were 

handled using the Winsorize method, and new minimum and maximum limits for the data 

were set. Outlier values were identified from boxplot diagrams. Figure 4.1 shows the 
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boxplot for the CM with the outliers, and the boxplot after the outliers were treated where 

the attribute CM was replaced by the new attribute, CM_clip. 

 

 

 

 

 

 

Figure 4.1 The boxplot before and after treating the outliers 

 

4.3 Feature Selection 

The feature selection process aims to identify all the relevant attributes for 

predicting students’ performance and exclude unrelated attributes for ML modelling. This 

study employed correlation coefficient analysis to finalize the list of attributes used to 

develop the model. Besides measuring the strength of the relationship between all 

predictors (independent variables) towards the target variable, correlation tests were 

conducted among independent variables to identify multicollinearity. Multicollinearity is 

a situation where independent variables have a very strong relationship among them. 

There are various adverse effects of multicollinearity. Some of the consequences that may 

occur are the reduction of ML model performance, and multicollinearity can also lead to 

overfitting of the model.   

As tabulated in Table 3.2, two correlation analysis methods were used, namely 

Cramer's V Correlation Coefficient to measure the relationship between the two 

categorical variables, and Spearman’s Rank Correlation Coefficient (SRCC) to measure 

the relationship between numerical and categorical variables. It should also be noted that 

when identifying multicollinearity, there were two numerical variables also have been 

considered, namely CGPA and carrymarks. Therefore, to measure the relationship 

Before 

 

After 

 



   

 

 

 41 

between these two numerically scaled independent variables, Pearson's Correlation 

Coefficient method was used. The overall results of the correlation analysis have been 

presented in Table 4.1 and Table 4.2. 

Table 4.1 Correlation Coefficient Between Predictors and Target Variable 

Predictors Method Results 

gender 

course 

intake 

math_grade 

CGPA 

carrymarks 

Cramer’s V 

Cramer’s V 

Cramer’s V 

Cramer’s V 

SRCC 

SRCC 

0.249 
0.216 
0.0998 
0.239 
−0.543 
−0.74 

 

Table 4.2 Correlation Coefficient Among Predictors 

Predictors gender course intake math_grade CGPA carrymarks 

gender 

course 

intake 

math_grade 

CGPA 

carrymarks 

- 

- 

- 

- 

- 

- 

0.123 

- 

- 

- 

- 

- 

0.079 

0.04 

- 

- 

- 

- 

0.21 

0.23 

0.149 

- 

- 

- 

−0.20 
−0.23 
0.029 
−0.59 

- 

- 

−0.21 
−0.17 
0.48 

−0.35 
0.37 

- 

 

Cramer’s V results, as shown in Figure 4.1, show that there are three variables 

moderately associated with students’ performance levels, which are gender, course and 

math_grade. According to SRCC results, carry marks have a strong negative correlation, 

showing that higher carry marks will give a lower code for performance level, which 

represents the higher level as explained in the previous chapter. At the same time, CGPA 

shows a moderate negative correlation with students’ performance levels. In addition, 

one independent variable has no correlation towards students’ performance level, which 

is students’ intake. Therefore, students’ intake was excluded from the list of attributes to 

predict students’ performance levels in the model process.  
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Based on Table 4.2, all independent variables obtained weak to moderate 

relationships with each other. It is shown that no multicollinearity occurred among 

independent attributes. 

4.4 Model Development and Performance Evaluation 

In this phase, ML models were developed using six algorithms: MLR, DT RF, 

SVM, NB, and k- NN. The results of this phase are significant to achieve the second and 

third objectives of the study, which are to determine the most accurate predictive model 

for students’ performance level and to evaluate the performance for the proposed models 

using the value of precision, recall, accuracy, F1-score, and area under receiver operating 

characteristics curve (AUC). Since these models were trained to predict six classes (six 

performance levels), the AUC performance was determined by calculating the average 

AUC value of all classes. As a reference, Hameed et al. (2022) used the average AUC 

score for multiclass classification of breast cancer histopathology images to determine 

the AUC’s performance. Using the One-vs-All setting, this method trains a group of 

independent classifiers, with one class being positive and the others being negative. The 

curves’ areas are averaged after calculating the AUC for each classifier to provide a final 

area under the ROC curve.   

The first ML model is the MLR. The model achieved a moderate score for both 

precision and recall, which are 0.50 and 0.48, respectively, with a balanced F1-score of 

0.49. The accuracy score 0.56 suggested that the model’s ability to predict correct 

performance levels is moderate. Meanwhile, the AUC average score of 0.865 indicated 

that the MLR can discriminate between different performance levels. For the 

hyperparameter, the chosen solver was Conjugate Gradient with Newton’s method (cg-

newton). Figure 4.1 shows the classification report for the MLR model and the ROC 

curve with the AUC for each class. 
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Figure 4.2 Classification Report and The ROC Curve for MLR Model. 

 

Next, the DT model achieves the highest accuracy score compared to other 

models, which is 0.60. It indicates that the model correctly predicted the performance 

level for 60% of students from the testing dataset. The precision and recall obtained the 

exact value of 0.52, and F1-score is 0.52. As shown in Figure 4.3, the maximum depth 

graph shows that the entropy performed much better than the Gini index to achieve high 

accuracy for the DT model. However, DT has the lowest average of 0.66 for the AUC 

score. It means that DT can moderately distinguish the classes of students’ performance. 

Figure 4.4 shows the DT model’s classification report and the ROC curve. 

 

 

 

 

 

 

 

Figure 4.3 Maximum Depth for DT Model 
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Figure 4.4 Classification Report and The ROC Curve for DT Model. 

 

The SVM model scores a prediction accuracy of 0.52 while the precision is 0.51. 

However, the recall and F1-score metrics only achieve 0.45 and 0.39, respectively, as 

illustrated in Figure 4.5. From the ROC curve, the average AUC obtained from the area 

scores for each class is 0.83. All results for the SVM model indicate that the accuracy is 

52%, and the model is very good at distinguishing six classes of students’ performance 

levels. From GridSearchCV, the most appropriate kernel for the hyperparameter was the 

Radial Basis Function (RBF); the selected regularization value was 1000, and the gamma 

was 0.001. 

 

 

 

Figure 4.5 Classification Report and The ROC Curve for SVM Model. 
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Figure 4.6 represents the classification report and the ROC curve for the RF 

model. The model achieves a moderate score for accuracy which is 0.56. The precision 

score obtained the highest value among other evaluation metrics for RF, which is 0.63. 

Besides that, recall and F1-score obtained 0.48 and 0.47 scores, while the average AUC 

score is 0.863. The number of trees, also known as the n_estimator, used to develop the 

model with the most appropriate performance was 250. 

Figure 4.6 Classification Report and The ROC Curve for RF Model. 

The evaluation metrics for the NB model are presented in Figure 4.7. The 

classification report obtained the precision, recall, and F1-scores at 0.39, 0.46, and 0.40, 

respectively. Meanwhile, the accuracy value achieves 0.51, meaning the model has a 51% 

accuracy rate in predicting students’ performance levels correctly. In the ROC curve, the 

calculated average AUC is 0.833.   

Figure 4.7 Classification Report and The ROC Curve for NB Model. 
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The last model that has been developed was the k-NN. Like other models, the k-

NN also used the same metrics in measuring the model’s performance. The precision 

value is 0.48, while the values of recall and F1-score are 0.36. Model accuracy for k-NN 

is 0.54. Based on the graph of error rates k values, the selected number of neighbours was 

3, as illustrated in Figure 4.8, and the distance used was Euclidean. In addition, the values 

of AUC for each class were averaged to 0.763. Figure 4.9 shows the classification report 

and the ROC curve for the k-NN model. 

 

 

 

 

 

 

 

 

 

Figure 4.8 The Error Rate VS k Value Graph. 

 

 

 

 

Figure 4.9 Classification Report and The ROC Curve for k-NN Model. 
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4.4.1 Comparison of Model Performance 

Figure 4.10 shows the difference in performance between each model, and it is 

found that the average area under the ROC curve give better results compared to other 

performance values. 

 

Figure 4.10 Comparison of all classification models’ performances 

 

The above figure shows that the RF is the best model in precision performance 

and the average AUC. Meanwhile, the DT has the highest value for recall, F1-score and 

accuracy compared to other model. Therefore,  DT is considered the best model to predict 

students’ performance level for BS subjects because of the high accuracy compared to 

other models. In addition, DT has also achieved consistent scores, which are considered 

moderate to good models according to other performance metrics.  

On the other hand, by comparing the AUC scores for each class, insights into the 

relative predictive performance of the model for different classes could be gained. Based 

on the ROC curves, the AUC values for all six classes are obtained according to each 

model. For the “excellent” level, the RF model has the highest AUC, which is 0.94, 

followed by MLR and NB, which is 0.93. It shows that the RF is the best model in 

distinguishing instances of excellent students who get grades A- and A. Besides that, the 

MLR has the highest AUC to distinguish the “very good” level of performance, which is 

Precision Recall F1-score Accuracy Average AUC

MLR 0.5 0.48 0.49 0.56 0.865

DT 0.52 0.52 0.51 0.6 0.66

RF 0.63 0.48 0.47 0.56 0.863

NB 0.39 0.46 0.4 0.51 0.833

SVM 0.51 0.45 0.39 0.52 0.83

kNN 0.48 0.36 0.36 0.54 0.763

0
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0.76. The lowest AUC score for the “very good” level is obtained by the DT model, which 

is 0.55. It indicates that the DT model distinguishes “very good” performance levels 

poorly.   

The “good” performance level represents the B- and C+ grades. According to the 

ROC, the RF model is considered the best model to differentiate instances of “good” 

performance levels of students. The RF achieves the highest AUC value, 0.77, while the 

DT model obtains the lowest AUC. In distinguishing instances of students with “pass” 

levels, grades C and C-, the MLR was the best model with an AUC value of 0.83. The 

RF, NB, and SVM also obtained good AUC values of 0.78, 0.75, and 0.76, respectively. 

Finally, four models, namely MLR, DT, RF, and NB, have perfect scores (1.00) 

of AUC to distinguish class 6 (fail). It shows that the models are excellent in 

distinguishing instances of failing students. The summary of AUC values for each level 

of student’s performance is clearly illustrated in Figure 4.11. 

 

 

 

 

 

 

 

Figure 4.11 The AUC of ROC Curve for Each Performance Level 
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4.5 Model Performance on The New Dataset 

Table 4.3 shows a list of actual and predicted data of 22 students taking BS subject 

for the June 2023 session. The actual performance level is according to the actual BS’s 

grade obtained by students in the final examination. Meanwhile, the predicted 

performance level is the level of performance obtained by the prediction process before 

the final examination using the best model, the DT. 

Table 4.3 The List of Actual VS Predicted Performance Level of 22 Students 

No. Student’s ID Actual Performance 

Level 

Predicted Performance 

Level 

1 PPD21002 2 2 

2 PPD21015 2 2 

3 PPD21021 3 4 

4 PPD21026 3 3 

5 PPD21028 4 4 

6 PPD21034 4 3 

7 PPD21025 1 1 

8 PPD21033 5 4 

9 PPD21004 5 2 

10 PPD21005 3 3 

11 PPD21006 3 3 

12 PPD21017 6 4 

13 PPD21019 4 4 

14 PPD21022 5 2 

15 PPD21023 2 1 
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Table 4.4 Continued 

No. Student’s ID Actual Performance 

Level 

Predicted Performance 

Level 

16 PPD21047 4 4 

17 PPD21038 3 4 

18 PPD20019 6 6 

19 PPD21013 6 6 

20 PPD21039 4 3 

21 PPD21041 6 4 

22 PPD20006 4 6 

 

Visual inspection in Figure 4.7 reveals that the direction from the predicted and 

actual values are generally comparable. The predicted line, despite variances, resembles 

the general trend of the actual line. From the graph, eleven students got the final grade as 

predicted, and from the analysis, the accuracy score was 0.5.  

 

 

 

 

 

  

 

Figure 4.12 The Line Graph of Actual Versus Predicted Data for Student’s 

Performance Levels 
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Each predictive model that has been developed must be able to benefit the relevant 

department. Accordingly, the predictive model for students’ final grades in BS subject 

can be used by lecturers at UnIPSAS, particularly at the Faculty of Management and 

Informatics. This is because the fields of statistics and mathematics are from this faculty. 

Students who are predicted to get an E grade must be isolated and given intensive 

attention. Based on the findings, the student’s cumulative score is most related to student 

failure for the BS subject. These students can retake the progress tests or do additional 

coursework to improve their cumulative scores. 

 

4.6 Summary 

In this chapter, the findings for each step stated in the ML pipeline have been 

reported to answer the study’s objectives. The original data of students taking the 

Business Statistics subject was used to develop a predictive model to predict students’ 

performance in the final examination. As a result of the performance evaluation, the AUC 

score for the ROC curve is better than the performance of accuracy, recall, F1-score, and 

precision. From the results obtained, the accuracy of the DT model is 0.60, making this 

model the most accurate model for predicting students’ performance in the BS course. 

For testing and validation purposes, new data from the students’ latest records was used 

to verify the effectiveness of the best-selected predictive model.   
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CHAPTER 5 

 

 

CONCLUSION 

5.1 Introduction 

The main purpose of this research is to develop the most accurate predictive model 

for students’ performance levels using machine learning methods. The background, 

problem statement, research objectives, scope, and significance of the study were covered 

in Chapter 1. In Chapter 2, the literature review was conducted under the research's 

keywords, namely predictive analytics research, predictive analysis employing machine 

learning techniques, the use of machine learning techniques in Higher Education 

Institutions, and the application of machine learning to predict students' performance and 

final grades. The machine learning method was described in depth in Chapter 3, including 

data collection, data preprocessing, feature selection, data splitting, predictive modelling, 

models’ performance evaluation and model testing. This research produced important 

outcomes which have been described in Chapter 4. The Python software has been utilized 

to process the data and finish the study in accordance with the proposed machine learning 

pipeline.  

In conclusion, this study has successfully achieved its objectives. The first 

objective is to determine the factors that affect the students’ final grades in the Business 

Statistics course. Students’ carry marks was the most correlated factor and strongly 

influenced students’ performance levels. Carry marks have an inverse correlation towards 

performance level because the grades are represented by the level of performance 

(excellent (1), very good (2), good (3), pass (4), weak (5), and fail (6)). In other words, 

the higher level of performance is represented by the lowest encode value. The higher 

marks carried by students during the semester provided a lower class of performance 

level, which represents the higher grades. 
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The second objective is to develop the most accurate predictive model for 

students’ performance levels in the Business Statistics course at UniPSAS by using the 

ML method. Based on the result, the decision tree (DT) was the most accurate model to 

predict students’ performance levels for the Business Statistics subject at Universiti Islam 

Pahang Sultan Ahmad Shah. The model achieved the highest accuracy score compared 

to other models, which is 0.60. This model can be considered the best model since this 

field of study was for the development of learning and is not a critical field such as 

medical, science studies, and so on. In addition, the data that has been used is real data 

and there were also constraints in terms of data sources and attributes that limited the 

achievement of the model. Furthermore, in specific scenarios, students’ performance in 

the final examination may differ from their performance in assessment marks. Certain 

students might have been unable to study for their final exams due to illness or an 

emergency, resulting in lower grades. Conversely, some students may have concentrated 

more and performed well in their final exams despite performing poorly in their 

assessments before the final exam. As the model cannot account for such factors, 

achieving a 100 percent accurate final grade prediction is impractical (Eman et al., 2016). 

The third objective of the study is to evaluate the performance for the proposed 

models using the value of precision, recall, accuracy, F1-score, and area under receiver 

operating characteristics curve (AUC) as well as new dataset. The accuracy value could 

not give a high value when it only recorded a moderate to good score (0.51 to 0.60). 

Meanwhile, from the AUC results, the level of performance that was perfectly 

distinguished among other levels was level 6 which is grade E (fail). Therefore, it is 

highly beneficial for identifying students at risk of failure, enabling lecturers to take early 

interventions to enhance student performance. If lecturers can anticipate which students 

are likely to receive an E or fail before the final exam, these students can work on 

improving their carry marks to avoid failing in the end. 

The DT model was employed to determine the predicted values of students’ 

performance levels in the Business Statistics course for a new dataset. A total of 22 

students’ data from the previous academic sessions were used to test the DT model’s 

performance. As a result, from the predicted values, DT model successfully predicted 

50% students’ performance levels correctly. This achievement is good enough to help the 
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lecturers of this subject use the DT model to predict student achievement for the next 

semester. 

5.2 Limitation of Study 

Research limitations are something that cannot be avoided and resolved when the 

research is done. There are several limitations in conducting this study, namely from the 

aspect of data size and also the attributes. The size of the data for this study is not too 

large considering that students who registered for management programs that were taking 

business statistics course were not as many as students who take other programs at 

UnIPSAS. In addition, since this study has collected data from the UnIPSAS learning 

system, there is a constraint to obtaining additional information from the students 

themselves as an attribute of this study. This is because the students have completed their 

studies at UnIPSAS. The data that can be accessed from the system was also quite limited. 

5.3 Suggestion and Recommendation for Future Work 

In the future, adding more data on students enrolled in this course is recommended 

to enhance the accuracy of the model. Further analysis and improvements are necessary 

to enhance the model’s accuracy and align the predicted values more closely with the 

actual values. It is crucial to reassess the model, evaluate alternative approaches, and 

consider additional variables or techniques that may help improve the predictive 

capability and accuracy of the model. Furthermore, at the end of this study, it is 

recommended that academicians be able to utilize the predictive model to forecast 

students’ grades leading up to the final examination. The algorithm can also be added to 

the Learning Management System along with a dashboard so that it is easier to do 

analyses in the future. 
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Appendix A: The Summary of Literature Reviews.  
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Hassan Zeineddine et al. 2021         X                             X 

J. Dhilipan et al. 2021     X     X       X           X         

Siti Dianah Abdul Bujang et al. 2020     X     X X X     X                   

Muhammed Berke YILDIZ et al. 2020         X X X X X X X   X               

Ajibola O. Oyedeji et al. 2020       X             X   X               

Phauk Sokkhey et al. 2020       X   X X X X                       

Taiwo Olaleye et al. 2020   X       X     X                       

Stamatis Karlos et al. 2020     X                 X                 

Cabot Zabriskie et al. 2019     X       X                 X         

Ferda Ünal et al. 2019     X     X X   X                       

Fazal Aman et al. 2019     X                                   

Abu Zohair et al. 2019     X         X X X               X X   

B. Prasanalakshmi et al. 2019       X   X X X               X     X   

Alaa Khalaf Hamoud et al. 2019         X               X               
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Ammar Almasri et al. 2019         X                             X 

E. T. Lau et al. 2019 X                       X               

Abana E et al.  2019     X     X                             

Diego Buenaño-Fernández et al. 2019         X X                             

Hussein Altabrawee et al. 2018     X     X     X       X     X         

Naveen Venkat et al. 2018     X     X   X X X                     

Barnabas Ndlovu Gatsheni et al. 2018   X       X   X           X             

Anderson et al. 2017     X         X X X                     

Jie Xu et al. 2017     X       X     X X                   

Murat Pojon et al. 2017     X     X     X   X         X         

Emaan Abdul Majeed et al. 2016     X     X     X X         X           

Agoritsa Polyzou et al. 2016     X               X                   

Hashmia Hamsa et al. 2016       X   X                     X       

Syed Tanveer Jishan et al. 2015     X     X     X       X               

Bashir Khan et al. 2015     X     X                             

Anal Acharya et al. 2014     X     X   X         X X             

 

The bold X’s (X) is representing the best model in particular studies.
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Appendix B: Descriptive Statistics 
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Appendix C: Treating Outliers using Winsorize Method 
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Appendix D: List of Predictors (x) and Target Variable (y) 
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Appendix E: The process of Testing DT model on New Dataset in Python 
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Appendix F: The Process of Evaluating DT Model Accuracy on New Dataset in 

Python 




