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ABSTRACT Heart failure is a critical condition with a high mortality rate, making accurate survival
prediction essential for timely interventions. This study proposes an optimized machine learning approach
using Gradient Boosting Machine (GBM) and Adaptive Inertia Weight Particle Swarm Optimization (AIW-
PSO) to predict heart failure survival. The dataset, sourced from Kaggle, includes clinical features such as
age, ejection fraction, and serum creatinine levels for 299 heart failure patients. To address the imbalance
in survival outcomes, Synthetic Minority Over-sampling Technique (SMOTE) was employed to balance the
dataset, followed by SelectKBest and Chi-square feature selection methods to retain the most significant
predictors. The optimized hyperparameters for the GBM model were identified using the AIW-PSO
algorithm, which effectively balanced exploration and exploitation by adaptively adjusting inertia weights.
Model selection was further refined using information criteria, including Akaike Information Criterion (AIC)
and Bayesian Information Criterion (BIC), ensuring that the best-performing model was chosen based on
both predictive accuracy and model complexity. The optimized GBM model achieved a test accuracy of
94%, demonstrating superior performance compared to traditional machine learning models. The study
underscores the importance of hyperparameter tuning through metaheuristic algorithms and highlights the
potential of AIW-PSO in enhancing model performance for clinical prediction tasks. These findings have
significant implications for clinical decision-making, offering a reliable and interpretable tool for predicting
patient outcomes in heart failure management.

INDEX TERMS Heart failure survival prediction, machine learning algorithms, hyperparameter
optimization, class imbalance handling, AIW-PSO optimization.

ABBREVIATIONS AND TERMS o HF: Heart failure
o« AIWPSO: Adaptive Inertia-Weight Particle Swarm « GA: Genetic Algorithm
Optimization « ADASYN: Adaptive Synthetic
o GBM: Gradient Boosting Machine « ANOVA: Analysis of Variance
o SMOTE: Synthetic Minority Over-sampling Technique o AIC: Akaike Information Criterion
o ML: Machine Learning o SBIC: Schwarz Bayesian Information Criterion
o AUC: Area Under the Curve o HQIC: Hannan-Quinn Criterion
« ROC: Receiver Operating Characteristic
o SVM: Support Vector Machine I. INTRODUCTION

Cardiovascular diseases (CVDs) include a range of disorders
The associate editor coordinating the review of this manuscript and affecting the heart and blood vessels, such as coronary heart
approving it for publication was Yiqi Liu . disease, stroke, and heart failure (HF). The World Health
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Organization (WHO) reports that CVDs are the leading cause
of death globally, accounting for approximately 17.9 million
deaths each year, which represents nearly 32% of all deaths
worldwide.

Heart failure (HF) remains a formidable challenge in
cardiovascular medicine, affecting an estimated 64.3 million
people worldwide and accounting for a substantial portion of
global healthcare expenditure [1]. This chronic, progressive
condition is characterized by the heart’s inability to pump
blood efficiently, leading to a cascade of symptoms that
significantly impair quality of life and elevate mortality risk.
It is frequently caused by underlying conditions like diabetes,
hypertension, or other heart diseases [2]. Despite advance-
ments in therapeutic interventions, the 5-year mortality rate
for HF patients hovers around 50%, underscoring the urgent
need for improved prognostic tools [3].

In recent years, the intersection of machine learning
(ML) and clinical medicine has opened new avenues for
enhancing patient care through data-driven decision support
systems [4], [34]. The application of ML algorithms to
predict HF outcomes has shown promise, yet challenges
persist in model accuracy and generalizability [5]. A crit-
ical bottleneck in leveraging ML for clinical prediction
tasks lies in the optimization of model hyperparame-
ters, a process that can significantly influence predictive
performance [6].

The advent of metaheuristic optimization algorithms, such
as Particle Swarm Optimization (PSO), has provided a
powerful framework for navigating the complex hyperpa-
rameter landscape of ML models [7]. However, the classical
PSO algorithm often struggles with the delicate balance
between exploration and exploitation, potentially leading to
suboptimal solutions [8]. To address this limitation, we pro-
pose the application of Adaptive Inertia Weight Particle
Swarm Optimization (AIW-PSO), an enhanced variant that
dynamically adjusts its search behavior, to optimize the
hyperparameters of a Gradient Boosting Machine (GBM)
model for HF survival prediction.

Our study leverages a curated dataset of 299 HF patients,
encompassing a rich tapestry of clinical features including
left ventricular ejection fraction, serum creatinine levels,
and comorbidities [9]. To mitigate the inherent class imbal-
ance typical of survival data, we employ the Synthetic
Minority Over-sampling Technique (SMOTE), ensuring a
balanced representation of outcomes [10]. Feature selection
is performed using the SelectKBest algorithm in conjunction
with Chi-square statistical tests, distilling the most salient
predictors from the feature space [11].

The novelty of our approach lies in the synergistic
integration of AIW-PSO with GBM, a powerful ensemble
learning method known for its robustness in handling
complex, non-linear relationships [12]. By harnessing the
adaptive capabilities of AIW-PSO, we aim to fine-tune
the GBM model’s hyperparameters, potentially unlocking
superior predictive performance compared to traditional,
manually-tuned ML models.
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This research is particularly timely given the growing
emphasis on personalized medicine and the need for accurate
risk stratification in HF management [13]. As healthcare
systems worldwide grapple with resource allocation and
treatment prioritization, especially in the wake of global
health crises, refined prognostic tools could play a pivotal role
in optimizing patient care pathways [14].

A. RESEARCH QUESTIONS
Our investigation seeks to address the following key
questions:

1) How effective are optimized machine learning algo-
rithms in predicting the survival of heart failure
patients?

2) Which clinical and demographic factors most signifi-
cantly impact the survival predictions for heart failure
patients?

3) Does optimization improve the performance of
machine learning models in heart failure survival
prediction?

By exploring these questions, we aim to contribute to
the evolving landscape of ML-assisted clinical decision
support, potentially offering clinicians a more refined tool for
prognostication in heart failure management.

B. KEY CONTRIBUTIONS
The key contributions of this work are summarized as
follows:

1) Introduction of AIW-PSO and GBM Combina-
tion: This study introduces the novel combination
of AIW-PSO and GBM for optimizing heart fail-
ure prediction models, demonstrating its potential
to improve model performance by effectively tuning
hyperparameters.

2) Performance Across Balanced and Imbalanced
Datasets: The model’s performance is explored across
both balanced and imbalanced datasets, showcasing its
practical utility in real-world applications, particularly
in dealing with class imbalance issues that are common
in medical datasets.

3) Identification of Key Predictors: Through feature
selection techniques, the study identifies critical pre-
dictors, such as ejection fraction and serum crea-
tinine, which provide valuable insights for clinical
decision-making and contribute to the model’s high
accuracy.

Heart failure (HF) is a major public health concern that
affects millions of people worldwide, resulting in high
morbidity and mortality. The accurate prediction of survival
in patients with heart failure is critical for guiding clinical
practice. This study demonstrates a novel application of adap-
tive inertia weight particle swarm optimization (AIW-PSO)
in conjunction with a Gradient Boosting Machine (GBM)
for model performance improvement in prediction tasks. The
proposed methodology shows the potential for improving
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the accuracy of models and providing meaningful clinical
applications.

II. LITERATURE REVIEW

Heart failure (HF) is a critical public health issue, affecting
approximately 26 million people worldwide and contributing
significantly to morbidity and mortality rates [2]. The
complex nature of HF, characterized by various etiologies
and comorbidities, necessitates advanced predictive mod-
eling to enhance clinical outcomes and guide treatment
strategies [15]. The evolution of predictive modeling in
healthcare, particularly in the realm of heart failure, has been
marked by a shift from traditional statistical methods to more
sophisticated machine learning approaches [16]. Accurate
survival prediction in HF patients can enable clinicians to
stratify risk effectively, optimize treatment plans, and allocate
resources more efficiently, potentially improving patient
outcomes and quality of life [17].

Additionally, Reinforcement learning (RL) has emerged
as a powerful approach for optimizing decision-making in
healthcare. Recent studies have demonstrated the potential
of RL in learning treatment policies for critical conditions
such as sepsis. However, deploying RL in healthcare settings
requires robust model selection frameworks to address
challenges like overfitting and computational complexity,
particularly in offline settings. A recent work [36] investigates
a practical model selection pipeline for offline RL using
off-policy evaluation (OPE) methods. The study highlights
Fitted Q Evaluation (FQE) as the most effective method for
validation ranking, albeit at high computational costs, and
proposes a two-stage approach to balance ranking accuracy
and efficiency.

The relevance of such RL-based approaches aligns with
this journal’s focus on advancing machine learning appli-
cations for impactful real-world problems. While our work
focuses on supervised learning using Gradient Boosting
Machines (GBM) and AIW-PSO to classify heart failure
patients, incorporating RL approaches like OPE could enable
the development of adaptive and dynamic treatment policies
in future studies. These advancements would not only expand
the scope of predictive modeling but also enhance the
practical utility of ML frameworks in clinical settings.

The application of machine learning (ML) algorithms
in healthcare, especially in predicting patient survival and
disease outcomes, has gained substantial momentum in recent
years. Various studies have demonstrated the potential of
these techniques to outperform traditional statistical methods
in predicting heart failure outcomes. Awan et al. [18] utilized
a combination of ML algorithms, including Support Vector
Machines (SVM) and Random Forests (RF), to predict
mortality in heart failure patients. Their study demonstrated
superior predictive performance compared to conventional
risk scores, highlighting the potential of ML in capturing
complex interactions between clinical variables. In another
significant study, Panahiazar et al. [19] developed a deep
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learning model for predicting 30-day readmission in heart
failure patients. Their approach, which incorporated temporal
trends in lab results and vital signs, achieved higher accuracy
than traditional logistic regression models, underscoring the
ability of advanced ML techniques to leverage complex,
time-dependent data. Mortazavi et al. [20] compared various
machine learning algorithms for predicting 1-year mortality
in heart failure patients, finding that ensemble methods like
Random Forests and Gradient Boosting Machines outper-
formed both traditional regression models and individual
ML algorithms. This study emphasized the importance of
algorithm selection and feature engineering in developing
effective predictive models.

As the complexity of machine learning models increases,
the need for effective optimization strategies [37], [38]
becomes more pronounced. Hyperparameter optimization
plays a crucial role in enhancing the performance of these
models, and various techniques have been explored in
the context of heart failure prediction. Bagheri et al. [21]
employed a Genetic Algorithm (GA) for feature selection
and hyperparameter tuning in their heart failure prediction
model. Their approach, which combined GA with a Support
Vector Machine classifier, demonstrated how optimization
techniques can significantly improve model performance
by identifying the most relevant predictors and optimal
model configurations. In a novel approach, Beunza et al.
[22] utilized Bayesian optimization for hyperparameter
tuning in their ensemble model for predicting in-hospital
mortality in heart failure patients. Their study showcased
how advanced optimization techniques can enhance model
performance while reducing computational overhead com-
pared to traditional grid search methods. Alaaetal. [23]
introduced an automated machine learning framework for
clinical prediction tasks, including heart failure outcomes.
Their approach, which used multi-armed bandits for model
selection and Bayesian optimization for hyperparameter
tuning, demonstrated state-of-the-art performance across
various clinical prediction tasks.

Class imbalance presents a significant challenge in pre-
dictive modeling for heart failure, as mortality and adverse
events are often relatively rare occurrences in clinical
datasets. This imbalance can lead to biased models that
perform poorly on the minority class, which is typically the
class of greatest clinical interest. Choi et al. [24] addressed
class imbalance in their study of heart failure readmission pre-
diction by employing the Synthetic Minority Over-sampling
Technique (SMOTE). Their approach, which combined
SMOTE with ensemble learning methods, demonstrated
improved predictive performance for the minority class
without sacrificing overall model accuracy. Zahid et al. [25]
explored various resampling techniques, including SMOTE
and Adaptive Synthetic (ADASYN) sampling, in conjunc-
tion with different machine learning algorithms for heart
failure prediction. Their comprehensive comparison provided
insights into the effectiveness of different approaches to
handling class imbalance in clinical prediction tasks. In a
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different approach, Guidi et al. [26] utilized cost-sensitive
learning to address class imbalance in their study on
predicting heart failure decompensation. By assigning higher
misclassification costs to the minority class, they were able to
improve the model’s performance on this clinically important
group without explicit resampling of the dataset.

lll. METHOD

This study focuses on developing a robust machine learning
model to predict heart failure survival, integrating various
advanced techniques, including data preprocessing, feature
selection, handling imbalanced data, and hyperparameter
optimization using a nature inspired improved optimization
algorithm called Particle Swarm Optimization Algorithm.
Metaheuristic optimization algorithms, such as AIW-PSO
(Adaptive Inertia Weight Particle Swarm Optimization),
have proven to be highly effective [29] in improving the
performance of machine learning models. These optimizers
work by fine-tuning hyperparameters, which are often
difficult to manually adjust, to enhance model accuracy,
reduce overfitting, and improve overall model generalization.
AIW-PSO and similar algorithms explore the search space
intelligently to find optimal solutions without getting trapped
in local optima. These steps are crucial for improving the
accuracy and reliability of predictions. Figure 1 explains the
overall architecture of the study.

A. DATA COLLECTION AND TRANSFORMATION

The dataset used in this study is the Heart Failure Clinical
Records obtained from the Kaggle platform, containing
299 records with 13 clinical features. The primary objective
is to predict the target variable DEATH_EVENT, which
signifies whether a patient survived heart failure during the
follow-up period. Features such as age, ejection fraction,
serum creatinine, and high blood pressure are considered
crucial indicators for survival prediction.

Data preprocessing included handling missing values,
standardizing features using Standard Scaler, and splitting
the dataset into training and testing sets with an 80:20 ratio.
Standardization was applied to bring all features to a uniform
scale, ensuring that algorithms sensitive to feature scaling,
such as Support Vector Machines (SVM), perform optimally.
Given the imbalanced nature of the dataset, with the majority
of patients surviving, the Synthetic Minority Over-sampling
Technique (SMOTE) was implemented. SMOTE works by
generating synthetic samples for the minority class, in this
case, death events, through interpolation between nearest
neighbors in the feature space. This process ensures a
balanced training dataset, improving the model’s ability to
generalize to unseen data while preventing bias toward the
majority class.

The goal of our research was to ascertain how long heart
failure patients may survive. We have used a number of
well-known machine learning techniques that have been
enhanced by AIW-PSO (Adaptive Inertia Weight Particle
Swarm Optimization) to achieve this. The outcomes of
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our computations utilizing the 13 and 7 best attributes are
displayed. Furthermore, our findings suggest that the SMOTE
method is the most beneficial inequality provision. Table 1
shows a summarized overview of the dataset.

B. FEATURE SELECTION

Feature selection was performed using SelectKBest and
Chi-square tests to reduce dimensionality and retain only
the most relevant characteristics for the prediction of heart
failure survival. SelectKBest selects the best k features
based on the ANOVA F value, while the Chi-square test
evaluates the relationship between each feature and the target
variable. The Chi-Square Test for Independence is used to
determine whether there is a significant association between
two categorical variables in a dataset. The Chi-square statistic
is computed using the following formula:

n 2
XZZZ(Ot EEz) ’ (1)
i=1 i
where O; and E; are the observed and expected frequencies,
respectively.

The results revealed that features such as age, serum
creatinine, and ejection fraction were among the most
predictive of patient survival. Reducing the feature space
through this process not only improves the computational
efficiency of the models, but also enhances interpretability
by focusing on the most significant predictors.

C. CORRELATION ANALYSIS OF FEATURES

To ensure an accurate correlation analysis between variables,
we distinguished between continuous-continuous variable
pairs and categorical-continuous variable pairs.

1) For continuous-continuous pairs, we employed the
Pearson correlation coefficient, which measures the
linear association between two continuous variables
and is computed as:

> (i = D0 — )
r = ,
NOSNCE NC
where x; and y; are the values of the two continuous
variables, and x and y are their respective means.

2) For categorical-continuous pairs (e.g., binary vari-
ables like anaemia, diabetes, sex, and smoking),
we applied the Point-Biserial correlation coefficient,
which is appropriate for associations of categorical

and continuous binary variables. The Point-Biserial
correlation is computed as:

@

X1 —Xo [ning
2R jmto 3)

Tph =
P s n

where:

o X; and Xy are the means of the continuous variable
for the two binary classes (1 and 0),

e s is the standard deviation of the continuous
variable,
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FIGURE 1. Procedural architecture of our study.

TABLE 1. Feature description for heart failure dataset.
Feature Name Description Type Category | Range/Values
age Age of the patient Continuous (float) | Input 40-95 years
anaemia Decrease of red blood cells or hemoglobin (1=yes, 0=no) Categorical (int) Input 0, 1
creatinine_phosphokinase | Level of the CPK enzyme in the blood (mcg/L) Continuous (float) | Input 23 - 7861 mcg/L
diabetes If the patient has diabetes (1=yes, 0=no) Categorical (int) Input 0,1
ejection_fraction Percentage of blood leaving the heart at each contraction Continuous (float) | Input 14% - 80%
high_blood_pressure If the patient has hypertension (1=yes, 0=no) Categorical (int) Input 0,1

platelets Platelets in the blood (kiloplatelets/mL)

Continuous (float) | Input 25.1 - 850.0 kiloplatelets/mL

serum_creatinine

Level of serum creatinine in the blood (mg/dL)

Continuous (float) | Input 0.5 - 9.4 mg/dL

serum_sodium Level of serum sodium in the blood (mEq/L)

Continuous (float) | Input 113 - 148 mEq/L

sex Gender of the patient (1=male, O=female) Categorical (int) Input 0,1
smoking If the patient smokes (1=yes, 0=no) Categorical (int) Input 0,1
time Follow-up period (days) Continuous (int) Input 4 - 285 days

DEATH_EVENT

If the patient died during the follow-up period (1=yes, 0=no)

Categorical (int) Output 0,1

e n1 and ng are the number of observations in each
class,
o nis the total number of observations.

The correlation analysis results were visualized in a
heatmap (Figure 2), where Pearson correlation was used
for continuous pairs and Point-Biserial correlation for
categorical-continuous pairs. This method ensures that the
relationships between features are accurately measured
based on their respective types, avoiding incorrect statistical
assumptions.

The heatmap highlights the key relationships between the
characteristics and the target variable (DEATH_EVENT). For
example, age, serum creatinine, and ejection fraction show
strong associations with the target variable. This approach
not only enhances the rigor of the analysis, but also ensures
methodological correctness.

D. CLASS ENCODING

Since some features in the data set were categorical, such as
sex, the One-Hot Encoding [29] was applied to convert these
categorical variables into numerical binary columns. For
instance, the sex variable was split into two binary columns:
sex_male and sex_female. This encoding ensures that
machine learning models can correctly interpret categorical
features without introducing ordinal biases. One-Hot Encod-
ing is particularly effective when dealing with non-ordinal
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features and ensures compatibility with algorithms such as
Random Forest and Support Vector Machines (SVM).

E. HANDLING IMBALANCED DATA
The dataset presented a significant class imbalance, with
the majority of patients surviving and a smaller propor-
tion experiencing death events. To address this, SMOTE
(Synthetic Minority Over-sampling Technique) [30], [31],
[32] was employed. SMOTE generates synthetic samples for
the minority class by selecting examples from the minority
class and interpolating between their nearest neighbors in
the feature space. This technique effectively balances the
dataset, enabling the model to learn more effectively from the
minority class. After applying SMOTE, the class distribution
was more balanced, leading to improved generalization and
prediction performance on the minority class (death events)
In each category, there are two different kinds of infor-
mation altogether. Asymmetric representation of the target
two classes with attributes 13 and 7 characterizes one
kind, whereas a balanced distribution of the two classes
characterizes the other, Figure: 3 explains.

F. HYPERPARAMETER OPTIMIZATION

To improve the performance of the machine learning
models, hyperparameter optimization was conducted using
the Mealpy [27] framework. Instead of using traditional
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FIGURE 2. Feature Correlation Heatmap showing Pearson correlation for continuous-continuous pairs and Point-Biserial correlation for

binary categorical-continuous pairs.
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FIGURE 3. Proposed types of predictive model designs.

optimization methods, this study employed Adaptive Inertia
Weight Particle Swarm Optimization (AIW-PSO) [28],
a variant of the standard Particle Swarm Optimization
(PSO) algorithm. AIW-PSO is known for its enhanced
exploration-exploitation balance through adaptive adjust-
ments of the inertia weight, which improves convergence
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speed and avoids local optima more effectively than the
original PSO. The Mealpy library was chosen due to its
flexibility and robust implementation of various metaheuris-
tic algorithms, including AIW-PSO. This optimization was
applied to several machine learning models to fine-tune
their hyperparameters, Table 2 describes the hyperparameters
optimized by AIW-PSO.

G. AIW-PSO ALGORITHM

The Adaptive Inertia Weight Particle Swarm Optimiza-
tion (AIW-PSO) algorithm enhances the classical PSO by
adaptively adjusting the inertia weight w over iterations,
effectively balancing exploration and exploitation. The
update equation for each particle’s velocity and position is

given by:
Velocity update:
v§+1 =w- v§ +c1 - 71 (Poest,i —xf)
+cyr- (gbest - xlt) (4)
where:

. v§+1 is the velocity of particle i at time step £ + 1,

o w is the inertia weight, which is adaptively adjusted
using AIW strategy,

e ¢ and ¢ are acceleration coefficients,

o r1 and rp are random values in the range [0,1],

e Pbest.i 1 the personal best position of particle i,

o gpest 1S the global best position,

. xit is the position of particle i at time step 7.
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TABLE 2. Hyperparameters optimized by AIW-PSO for various algorithms.

Model

Hyperparameters Optimized by AIW-PSO

Explanation of Hyperparameters

Random Forest (RF)

n_estimators, max_depth, min_samples_split

- n_estimators: Controls the number of trees.
- max_depth: Limits how deep each tree grows.
- min_samples_split: Minimum samples required to split a node.

Support Vector Classifier (SVC) C, gamma, kernel

- C: Balances classification accuracy and margin width.
- gamma: Defines the influence of a single training point.
- kernel: Specifies the type of kernel function.

AdaBoost n_estimators, learning_rate

- n_estimators: Number of boosting rounds.
- learning_rate: Controls the contribution of each weak learner.
- algorithm: Type of boosting (SAMME, SAMME .R).

Gradient Boosting Machine (GBM)

n_estimators, learning_rate, max_depth

- n_estimators: Number of boosting stages.
- learning_rate: Shrinks the contribution of each stage.
- max_depth: Limits the depth of each tree.

Stochastic Gradient Descent (SGD) | alpha, eta0, penalty

- alpha: Controls regularization to prevent overfitting.
- eta0: Sets the initial learning rate.
- penalty: Specifies the regularization type (11, 12, elasticnet).

Position update:

t+1
i

X = xl-l + vf‘H 5)

In AIW-PSO, the inertia weight w is updated as:

Wmax — Wi
W = Wmax — (—max mm) - iter 6)

itermax

where iter is the current iteration, iter,,,, is the maximum
number of iterations, W,y and wy,;, are predefined maximum
and minimum inertia weights. This adaptive adjustment helps
the particles to explore the search space more thoroughly
at the beginning and gradually shift to exploitation in later
stages of the search.

H. INTEGRATION WITH GRADIENT BOOSTING MACHINE
(GBM)

In this study, AIW-PSO was integrated with Gradient
Boosting Machine (GBM) to optimize its hyperparameters,
improving the model’s ability to predict heart failure survival.
GBM is a powerful ensemble machine learning algorithm that
builds sequential trees where each subsequent tree attempts
to correct the errors of its predecessor. The hyperparam-
eters optimized using AIW-PSO include the number of
estimators Fegimarors, learning rate 7, and maximum tree
depth max_depth, which significantly influence the model’s
performance and its ability to generalize to unseen data.

The AIW-PSO algorithm efficiently searches for the
best combination of GBM hyperparameters by minimizing
the error function over iterations. The objective func-
tion used in the optimization process was based on the
cross-validated accuracy of the GBM model. Through
this combined approach, the proposed model achieved
enhanced prediction accuracy and model stability compared
to traditional methods, as demonstrated by the experi-
mental results. This highlights the benefit of using meta-
heuristic optimization methods like AIW-PSO to improve
the effectiveness of machine learning models in com-
plex real-world applications like heart failure survival
prediction.
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1) OBJECTIVE FUNCTION

The objective function for hyperparameter optimization in
GBM is defined as minimizing the classification error, which
can be represented mathematically as:

f(x) = 1 — Accuracy(nestimators, learning_rate, max_depth)
@)

where:
o Hegtimators 1S the number of boosting stages,
« learning_rate controls the contribution of each tree,
« max_depth limits how deep each tree can grow.

2) STEPS FOR AIW-PSO AND GBM INTEGRATION
The integration of AIW-PSO with GBM involves the
following steps and Figure:4 shows the flow diagram.
1) Define the search space: Specify the hyperparameters
of the GBM model to be optimized, represented as:

X = [Aestimators, learning_rate, max_depth]

2) Initialize particles: Each particle represents a potential
solution in the search space, containing a set of
hyperparameters for the GBM model.

3) Update particle velocities and positions: Use the
AIW-PSO equations (4) and (5) to update the velocities
and positions of the particles iteratively.

4) Evaluate GBM performance: For each particle’s
position, evaluate the GBM model’s performance using
the defined objective function.

5) Update personal and global best positions: Keep
track of the best-performing solutions encountered by
each particle as well as the global best solution.

6) Terminate the process: The optimization process
continues until the stopping criteria are met (e.g.,
reaching a maximum number of iterations).

7) Train the final GBM model: Using the optimized
hyperparameters from the best solution, train the final
GBM model and evaluate its performance on the test
set.

The overall process has been decomposed into three

main phases shown in Figure 5. The objective function for
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Algorithm 1 Calculation of Information Criteria (IC)
Values
Input: n: Number of data points, k: Number of model
parameters, LL: Log-likelihood value.
Output: IC values (AIC, BIC, HQIC, AICc).
begin
Calculate AIC: AIC =2k — 2LL;
Calculate BIC: BIC = klog(n) — 2LL;
Calculate HQIC: HQIC = 2k log(log(n)) — 2LL;
Calculate AICc: AICc = AIC + %;
return AIC, BIC, HQIC, AICc;

AIW-PSO was defined as minimizing classification error
(1 - accuracy). The AIW-PSO algorithm explores potential
hyperparameter solutions by simulating particles moving
through a solution space, updating their positions based on
both individual and global best solutions. By adaptively
adjusting the inertia weight, AIW-PSO was able to strike
an optimal balance between exploration and exploitation,
leading to superior hyperparameter tuning results compared
to the original PSO.The hyperparameter optimization process
led to substantial performance improvements across all
models, with the gradient boosting model achieving the
highest accuracy (93.84%). AIW-PSO’s adaptive behavior
allowed it to converge more quickly and find better solutions,
resulting in more efficient model training and higher
predictive accuracy.

IV. MODEL EVALUATION AND RESULTS ANALYSIS
Following hyperparameter optimization, the models were
evaluated using key performance metrics, including accuracy,
precision, recall, F1-score, and the area under the ROC curve
(AUC).

In machine learning classification tasks, by selecting
appropriate evaluation metrics is critical to accurately assess
model performance. While Information Criteria (AIC, SBIC,
HQIC, AICc) are well-suited for statistical model selection,
their utility is more aligned with parametric models such
as regression or likelihood-based models. In contrast, this
study focuses on evaluating and optimizing the predictive
performance of machine learning classifiers, which require
metrics that are tailored for classification outcomes.

A. RATIONALE FOR ACCURACY, PRECISION, RECALL, AND
F1-SCORE

To evaluate the proposed Gradient Boosting Machine (GBM)
model optimized using Adaptive Inertia-Weight Particle
Swarm Optimization (AIW-PSO), we employed the follow-
ing widely accepted metrics:

o Accuracy: Represents the proportion of correctly pre-
dicted instances among the total instances. Accuracy
is a fundamental measure for assessing overall model
performance.
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« Precision: Evaluates the ratio of true positive predic-
tions to the total positive predictions, reflecting the
ability of the model to avoid false positives.

« Recall (Sensitivity): Measures the ratio of true positives
to all actual positives, indicating the model’s ability to
identify all positive cases.

o F1-Score: The harmonic mean of Precision and Recall,
providing a balanced metric when both false positives
and false negatives are of concern.

These metrics are particularly relevant for imbalanced
datasets, such as the heart failure survival dataset used
in this study. Accuracy alone may fail to provide an
accurate assessment in imbalanced scenarios; therefore,
we incorporated Precision, Recall, and F1-Score to provide a
more comprehensive evaluation of the model’s performance.

B. INTEGRATION OF INFORMATION CRITERIA (IC) VALUES
FOR CLASSIFICATION

To enhance the model’s performance and ensure minimized
Information Criterion (IC) values, several strategies can
be employed. First, feature selection and regularization
techniques can be utilized to reduce dataset dimensionality
and limit model complexity, which directly impacts IC
calculations by lowering the number of parameters (k).
Regularization methods such as L1 (Lasso) or L2 (Ridge) can
be introduced during training to mitigate overfitting, further
contributing to robustness.

Second, hyperparameter tuning should be performed with
greater granularity, particularly refining ranges and step sizes
for parameters like n_estimators, learning_rate, and others.
This includes tuning additional regularization parameters
like min_samples_leaf , subsample, and max_features. Incor-
porating log-loss as an optimization target can also prove
beneficial, as it is inherently linked to IC computations;
minimizing log-loss directly reduces IC values.

Advanced optimizers, such as hybrid approaches com-
bining AIW-PSO with local search methods, can further
refine parameter optimization for precision. Lastly, dataset
balancing techniques, such as SMOTE, should be revisited to
avoid introducing synthetic noise that could inflate IC values,
ensuring a cleaner dataset for robust model evaluation.

The algorithm of IC values calculation used in this study
shown in Algorithm 1 and the explanation showed in Table 3.
By including IC values in the analysis, researchers can assess
model robustness more comprehensively, as these metrics
combine model fit and complexity, offering insights into the
trade-offs between predictive performance and overfitting.

C. PERFORMANCE EVALUATION

In this study, the performance of various machine learning
algorithms for heart failure survival prediction was evaluated,
categorizing the results into two types based on the number of
features used. Type I refers to the analysis using 13 features
under both imbalanced and balanced conditions, while Type
Il refers to the results obtained using 7 features under
the same conditions. The models assessed include Random
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FIGURE 4. GBM based AIW-PSO Work-flow diagram.

TABLE 3. Explanation of algorithm for calculating information criteria (IC) values.

Aspect Description

e n: Number of data points in the test set.
Inputs

e k: Number of model parameters, including regularization terms and interactions.
o LL: Log-likelihood derived from log-loss or other likelihood-based metrics.

Steps

1. Calculate Akaike Information Criterion (AIC): Balances model complexity (k) and fit (LL).

2. Calculate Bayesian Information Criterion (BIC): Introduces a stronger penalty for complexity relative to the dataset size (n).
3. Calculate Hannan-Quinn Information Criterion (HQIC): Applies a logarithmic penalty on the sample size.

4. Calculate Corrected AIC (AICc): Adjusts AIC to address small sample sizes, mitigating overestimation of model fit.

Outputs

Returns minimized IC values (AIC, BIC, HQIC, AICc) to identify the optimal model balancing predictive accuracy and parsimony.

Forest (RF), Support Vector Classifier (SVC), AdaBoost,
Gradient Boosting Machine (GBM), and Stochastic Gradient
Descent (SGD).

1) TYPE I: 13 FEATURES - BALANCED AND IMBALANCED

For Type I, the results in Figure 6 indicated that using
all 13 features with SMOTE significantly improved the
model performance metrics. The Gradient Boosting Machine
(GBM) achieved an accuracy of 87.79% and an Fl1
score of 0.89. The Random Forest (RF) model performed
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competitively with an accuracy of 84.34% and an F1 score of
0.85. In contrast, SVC exhibited lower performance, attaining
an accuracy of 81.12%. Notably, when comparing imbal-
anced and balanced data, the implementation of SMOTE
markedly enhanced the models’ performance, showcasing
its effectiveness in addressing the class imbalance issue
prevalent in the dataset.

Table 4 presents a comprehensive performance comparison
of optimized machine learning algorithms, incorporating
AIW-PSO, on both imbalanced and balanced datasets using
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various metrics, including Accuracy, F1 Score, Precision,
Recall, and Information Criteria (IC) values (AIC, BIC,
HQIC, and AICc). Across the imbalanced dataset, the GBM-
AIW_PSO algorithm achieved the highest accuracy (83.58%)
and F1 Score (0.85), coupled with the lowest AIC (9.33),
BIC (21.83), and HQIC (13.73), demonstrating superior
robustness and predictive performance. Conversely, the SGD-
AIW_PSO algorithm showed significantly lower accuracy
(42.67%) and higher IC values, indicating poorer perfor-
mance. On the balanced dataset, GBM-AIW_PSO continued
to excel with the highest accuracy (87.79%), F1 Score
(0.89), and the lowest AIC (9.23), highlighting its robustness
in handling balanced datasets. Other algorithms, such as
Adaboost-AIW_PSO and RF-AIW_PSO, also performed
competitively but were outperformed by GBM-AIW_PSO in
most metrics. The balanced dataset notably improved overall
performance metrics across all algorithms, emphasizing the
importance of dataset balancing in predictive modeling.
These results underscore the robustness and reliability of
GBM-AIW_PSO as a state-of-the-art approach for both
imbalanced and balanced datasets.

2) TYPE Il: 7 FEATURES - BALANCED AND IMBALANCED

For Type II, shown in the following Figure 7 and in tabular
format in Table 5 utilizing a reduced set of 7 features yielded
even more promising results. The GBM model achieved
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the highest accuracy of 93.84% with a robust F1 score of
0.95, indicating its superior predictive capability when fewer
features were employed. Similarly, the Random Forest (RF)
model demonstrated a significant improvement, reaching an
accuracy of 88.11%. The results from the reduced feature
set further highlight the importance of feature selection
in improving model performance, as evidenced by the
substantial gains in accuracy across all algorithms tested.

The implementation of AIW-PSO for hyperparameter opti-
mization played a crucial role in enhancing the performance
of the machine learning models in this study. By optimizing
parameters such as n_estimators and learning_rate for GBM,
and C and gamma for SVC, the models could achieve higher
accuracy levels and better generalization. For instance, using
AIW-PSO optimization led to the GBM model’s impressive
accuracy of 93.84% in Figure 9, illustrating how effective
hyperparameter tuning is in optimizing machine learning
algorithms. The results underscore the significance of
employing advanced optimization techniques like AIW-PSO
to boost predictive performance and ensure more reliable
survival analysis in clinical applications. ALL the comparison
shown in bar-chart in the Figure 8.

V. DISCUSSION
This study effectively addresses the critical research ques-
tions regarding the survival prediction of heart failure
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patients through the application of optimized machine
learning algorithms. The results demonstrate that optimized
models, particularly Gradient Boosting Machine (GBM)
and Random Forest (RF), significantly enhance predictive
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accuracy, achieving up to 93.84% (by GBM) which is supe-
rior to [33] accuracy when utilizing advanced optimization
techniques such as AIW-PSO. The analysis identifies key
clinical and demographic factors that influence survival
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TABLE 4. Type | performance comparison of optimized ml algorithms on imbalanced and balanced datasets with IC values.

Dataset Algorithm Accuracy (%) | F1Score | Precision | Recall | AIC BIC HQIC | AICc
RF-AIW_PSO 80.12 0.81 0.82 0.81 10.42 | 22.92 17.83 10.63
SVC-AIW_PSO 77.67 0.78 0.78 0.77 10.50 | 21.00 | 17.90 | 10.70
13-Imbalanced | Adaboost-AIW_PSO 79.28 0.79 0.80 0.78 1047 | 21.97 17.88 10.68
GBM-AIW_PSO 83.58 0.85 0.83 0.84 9.33 | 21.83 13.73 10.53
SGD-AIW_PSO 42.67 0.46 0.43 0.42 11.55 | 30.06 18.96 11.76
RF-AIW_PSO 84.34 0.85 0.84 0.84 1033 | 2.83 17.73 10.53
SVC-AIW_PSO 81.12 0.83 0.82 0.82 10.37 | 28.87 17.78 10.58
13-Balanced Adaboost-AIW_PSO 85.52 0.84 0.86 0.86 10.35 | 28.85 17.75 10.55
GBM-AIW_PSO 87.79 0.89 0.88 0.89 9.23 | 20.74 | 13.64 9.44
SGD-AIW_PSO 66.76 0.65 0.68 0.68 10.86 | 29.36 18.27 11.07
TABLE 5. Type Il performance comparison of optimized ML algorithms on imbalanced and balanced datasets.
Dataset Algorithm Accuracy (%) | F1Score | Precision | Recall

RF-AIW_PSO 84.56 0.86 0.85 0.85

SVC-AIW_PSO 58.87 0.59 0.58 0.57

7-Imbalanced | Adaboost-AIW_PSO 82.46 0.83 0.82 0.82

GBM-AIW_PSO 89.52 0.89 0.90 0.89

SGD-AIW_PSO 79.79 0.77 0.79 0.78

RF-AIW_PSO 88.11 0.88 0.87 0.88

SVC-AIW_PSO 82.06 0.83 0.82 0.82

7-Balanced Adaboost-AIW_PSO 86.67 0.87 0.87 0.86

GBM-AIW_PSO 93.84 0.95 0.94 0.94

SGD-AIW_PSO 78.78 0.79 0.78 0.79
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FIGURE 8. Accuracy comparison among all algorithms.

predictions, including age, serum creatinine levels, and
ejection fraction, thereby providing valuable insights into the
attributes that clinicians should monitor closely. Furthermore,
the optimization process, which fine-tunes hyperparameters
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of various algorithms like SVC, AdaBoost, and Stochastic
Gradient Descent (SGD), has been shown to improve
model performance consistently. The comprehensive analy-
ses, including the handling of class imbalance using SMOTE
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and feature selection methods, underscore the importance
of employing sophisticated machine learning techniques to
achieve reliable survival predictions, ultimately contributing
to better clinical decision-making and patient outcomes in
heart failure management.

Recent advancements in machine learning, such as
the development of FLUID-GPT, have demonstrated the
potential of transformer-based architectures for predictive
modeling in complex systems. FLUID-GPT, a hybrid model
combining Generative Pre-Trained Transformer 2 (GPT-2)
with a Convolutional Neural Network (CNN), has been
applied to predict particle trajectories and surface erosion
patterns in industrial-scale systems [35]. By leveraging
information from initial conditions such as particle size, inlet
speed, and pressure, FLUID-GPT achieves a 54% reduction
in mean squared error and 70% faster training times compared
to traditional BiLSTM approaches. These advancements
illustrate the growing role of generative transformer-based
models in replacing computationally expensive simula-
tions, particularly for dynamic and time-series predictions.
While this study focuses on GBM with AIW-PSO for the
classification of heart failure patients, the integration of
transformer-based architectures like FLUID-GPT could be
a valuable direction for future exploration, especially for
clinical datasets requiring sophisticated time-series model-
ing.Future work may consider adapting such architectures to
clinical datasets, enabling the incorporation of contextual and
sequential data for more accurate predictions in healthcare
applications.

VI. CONCLUSION AND FUTURE WORK

This study evaluates the performance of various machine
learning models for the prediction of heart failure sur-
vival, incorporating feature selection and class balancing
using SMOTE. Among the models tested, Random Forest
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(RF), Support Vector Classifier (SVC), AdaBoost, Gradient
Boosting Machine (GBM), and Stochastic Gradient Descent
(SGD), GBM achieved the highest accuracy of 93.84%
with SMOTE, demonstrating its robustness in handling
imbalanced datasets. Feature selection significantly impacted
model performance, improving some models while reducing
the effectiveness of others. The study highlights the critical
role of hyperparameter tuning through AIW-PSO, which
enhanced model performance.

Additionally, information criteria such as Akaike Infor-
mation Criterion (AIC) and Bayesian Information Criterion
(BIC) were incorporated to refine model selection, ensuring
an optimal balance between predictive accuracy and com-
plexity. GBM exhibited the lowest AIC and BIC values,
reinforcing its superiority. The findings emphasize that
integrating advanced optimization techniques and address-
ing class imbalance can significantly enhance prediction
outcomes. The inclusion of information criteria provides a
rigorous model evaluation framework, contributing valuable
insights into heart failure survival analysis and improving
clinical decision-making.

Future research could focus on three key areas to improve
predictive modeling for heart failure survival analysis. Firstly,
expanding the data set to include additional demographic and
clinical variables, along with longitudinal data, could provide
a more comprehensive understanding of the factors that
influence survival, potentially improving the accuracy and
interpretability of the model. Secondly, exploring advanced
ensemble methods or hybrid models that combine the
strengths of various algorithms, such as stacking or blending
multiple machine learning techniques, could yield even
better predictive performance. Lastly, investigating alter-
native optimization algorithms beyond AIW-PSO, such as
Genetic Algorithms or Differential Evolution, may uncover
novel hyperparameter configurations that enhance model
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robustness and adaptability to different datasets, ensuring that
the predictions remain accurate in diverse clinical settings.
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