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Abstract 

Accurately estimating the remaining useful life (RUL) of batteries is crucial for optimizing maintenance, preventing failures, and 
enhancing reliability, thereby saving costs and resources. This study introduces a hybrid approach for estimating the RUL of a battery 
based on the firefly algorithm–neural network (FA–NN) model, in which the FA is employed as an optimizer to fine-tune the network 
weights and hidden layer biases in the NN. The performance of the FA–NN is comprehensively compared against two hybrid models, 
namely the harmony search algorithm (HSA)–NN and cultural algorithm (CA)–NN, as well as a single model, namely the autoregressive 
integrated moving average (ARIMA). The comparative analysis is based mean absolute error (MAE) and root mean squared error 
(RMSE). Findings reveal that the FA–NN outperforms the HSA–NN, CA–NN, and ARIMA in both employed metrics, demonstrating su-
perior predictive capabilities for estimating the RUL of a battery. Specifically, the FA–NN achieved a MAE of 2.5371 and a RMSE of 2.9488 
compared with the HSA–NN with a MAE of 22.0583 and RMSE of 34.5154, the CA–NN with a MAE of 9.1189 and RMSE of 22.4646, and 
the ARIMA with a MAE of 494.6275 and RMSE of 584.3098. Additionally, the FA–NN exhibits significantly smaller maximum errors at 
34.3737 compared with the HSA–NN at 490.3125, the CA–NN at 827.0163, and the ARIMA at 1.16e + 03, further emphasizing its robust 
performance in minimizing prediction inaccuracies. This study offers important insights into battery health management, showing 
that the proposed method is a promising solution for precise RUL predictions.
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1.  Introduction
The growing popularity of electric vehicle (EV) usage, driven by 
the increasing focus on sustainable and environmentally friendly 
transportation solutions, highlights the essential function of en-
ergy storage systems, particularly batteries [1–5]. The durability 
and dependability of batteries play a crucial role in guaranteeing 
the success and broad acceptance of EVs [6, 7]. Accordingly, pre-

cise estimation of the remaining useful life (RUL) of batteries has 
become a key research focus, enabling proactive maintenance 
approaches, optimizing battery lifespans, and improving overall 
system efficiency [8–10]. In addition to estimating the state of 
charge (SoC), which is important [11], estimating the RUL of bat-
teries is vital due to its direct impact on operational and economic 
aspects. The unpredictable degradation patterns of batteries  
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require precise forecasting to optimize maintenance schedules 
and mitigate the risk of unexpected failures. Timely and accurate 
RUL predictions contribute to enhanced operational planning, 
reduced downtime, and efficient resource allocation, promoting 
sustainable practices in the context of EV utilization.

In recent years, the integration of machine-learning tech-
niques such as neural networks (NNs) has significantly ad-
vanced and various fields such as finance [12, 13], energy [14–17], 
cybersecurity [18, 19], manufacturing [20, 21], and healthcare [22–
24] as well as automotive [25–27]. Their popularity stems from 
their capability to learn from data and apply that learning to new 
scenarios. Consequently, NNs have become a valuable tool for ad-
dressing complex problems across different domains, which, in 
EVs, includes the SoC [28], state of health (SoH) [29], as well RUL 
[26]. The rapid development in the usage of EVs has opened up 
numerous research opportunities to support smart cities [30].

In the literature, numerous studies have been presented, ad-
dressing the key aspects of battery management systems. Due to 
the importance of the SoH, the study by Ansari et al. [31] demon-
strated a hybrid approach that combined jellyfish optimization 
(JFO) with recurrent neural networks (RNNs). Comparative ana-
lysis with other NN models, such as hybrid JFO with other NN 
models, as well as hybrid particle swarm optimization (PSO) with 
NN models, indicates the effectiveness of the proposed method 
for the specific case under consideration. Other investigations on 
SoH estimation based on RNN can also be found in Hong et al. [32] 
and Chen et al. [33].

For the safe handling and effective control of batteries, keeping 
track of the SoC is crucial. Concerning that matter, a study by Fu 
et al. [34] introduced an improved radial basis function neural net-
work (RBFNN) optimized with the golden section method (GSM) 
and sparrow search algorithm (SSA). The GSM is employed to de-
termine the ideal number of neurons in the hidden layer, while is 
utilized to optimize other related parameters of the RBFNN. The 
effectiveness of the proposed method was proven by its ability 
to achieve high accuracy. Meanwhile, the use of long short-term 
memory (LSTM) and a deep-learning neural network (DLNN) for 
SoC estimation and a random forest for SoH classification was 
demonstrated by Shibl et al. [27]. A similar study that employed a 
DLNN for SoH, SoC, and RUL estimation were further discussed by 
Lipu et al. [35]. The utilization of LSTM is also evident in work by 
Zhao et al. [36]. In the study, the board learning system algorithm 
was utilized to replace the input layer of the LSTM NN, aiming 
to process the collected signals initially. This alteration yields re-
markable predictive outcomes.

On the other hand, to achieve an accurate RUL prediction for 
lithium-ion batteries, a study by Wang et al. [37] proposed an adap-
tive LSTM. The experimental outcomes demonstrate the efficacy 
and superiority of the proposed prediction approach. Another 
LSTM-based model for RUL estimation was discussed by Guo et al. 
[38]. The study by Ma et al. [39] presented the capability of an im-
proved hybrid PSO–backpropagation neural network (IPSO–BPNN) 
for the estimation of not only the RUL, but also the SoH. The find-
ings indicate that, in contrast to the standard BPNN approach, 
the proposed IPSO–BPNN method yields a reduction in both the 
maximum root mean squared error (RMSE) and the mean abso-
lute error (MAE) for SoC estimation. These outcomes affirm that 
the IPSO–BPNN method exhibits superior accuracy and validity 
when compared with the standard BPNN method.

As previously discussed, the integration of optimization algo-
rithms with NNs has demonstrated effectiveness in optimizing 
the NN hyperparameters. In this study, the application of a hybrid 
methodology, namely the firefly algorithm–neural network (FA–

NN) model, is proposed, to tackle the complexities of RUL pre-
diction. NNs, with their capacity to recognize complex patterns 
and relationships within data, offer a promising path for tackling 
the complexities associated with battery behavior and degrad-
ation. The FA has been shown to have good convergence proper-
ties, often outperforming the genetic algorithm (GA) and PSO in 
terms of convergence speed and accuracy [40]. Moreover, it has 
been reported that PSO is prone to getting trapped in local optima 
in high-dimensional spaces and exhibits a slow convergence rate 
during the iterative process, while JFO struggles with convergence 
speed and solution stability [41]. On the other hand, the SSA is 
documented to easily fall into local optima in the earlier stages 
and suffers from low accuracy in the later phases [42].

A key advantage of the FA is its adaptive parameter adjustment 
capability. Unlike many other optimization algorithms, the FA dy-
namically modifies crucial parameters such as attractiveness and 
light intensity throughout the optimization process. This inherent 
adaptability allows the FA to efficiently navigate and respond to 
changes in the solution space, making it particularly effective for 
dynamic environments and complex optimization problems. The 
ability of the algorithm to self-tune these parameters enhances 
its exploration–exploitation balance, potentially leading to more 
robust and accurate solutions compared with algorithms with 
static parameters. In addition, compared with other new opti-
mization algorithms such as JFO, the FA is a more established al-
gorithm with a broader range of applications and studies. By using 
the capabilities of the FA–NN, this research aims to contribute to 
the growing body of knowledge surrounding battery health man-
agement. The combination of optimization algorithms with NNs 
is expected to produce more accurate and reliable RUL estimates, 
promoting a proactive and sustainable approach to battery main-
tenance in the era of increasing EV adoption. This study not only 
highlights the importance of RUL estimation, but also emphasizes 
the crucial role of machine-learning methodologies in influencing 
the future of battery health management and ensuring the long 
life and efficiency of energy storage systems in EVs.

The contributions of this paper are outlined as follows:

•	 Implementing automatic adjustment of NN weights and 
hidden layer biases using the FA.

•	 Enhancing the estimation performance of NNs 
by determining optimal values for the respective 
hyperparameters.

•	 Enhancing the accuracy of RUL estimation, specifically 
targeting a reduction in error rates.

The paper is structured into six main sections to compre-
hensively address the above objectives. Section 2 provides a 
background study and reviews existing literature to establish a 
foundation for the research. Section 3 discusses the estimation 
process based on NN. In Section 4, the focus is given to the appli-
cation of the FA in optimization problems. Methodological details 
are elaborated upon in Section 5. Section 6 presents the results 
obtained. Finally, in Section 7, the paper concludes by summar-
izing the findings of the research.

2.  Estimation based on NNs
NNs are computational models inspired by the structure and 
functioning of the human brain, designed to learn and make pre-
dictions from data. They consist of layers of interconnected nodes 
(neurons) and are widely used for various machine-learning tasks, 
including RUL estimation for batteries [43]. Configuring NNs  
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involves defining their architecture, which includes specifying 
the number of layers and the number of neurons in each layer. 
Common types of layers in NNs include input, hidden, and output 
layers. The configuration of these layers is crucial and depends 
on the complexity of the task at hand. More complex tasks might 
require deeper networks with more hidden layers and neurons.

Optimizing the bias and network weights is a crucial step in 
training NNs. During the training process, the algorithm adjusts 
these parameters to minimize the difference between the pre-
dicted outputs and the actual values in the training data. The op-
timization process aims to find the values that result in the most 
accurate predictions on unseen data. Efficiency in RUL estimation 
is achieved when the NN is well configured, and the optimiza-
tion process converges to values that new data generalize well. 
The network should capture the underlying patterns and rela-
tionships in the battery health data, allowing it to make accurate 
predictions of the RUL. This efficiency is crucial for practical appli-
cations, as accurate RUL estimates contribute to effective main-
tenance planning and resource allocation for battery systems, 
leading to improved reliability and cost-effectiveness. The use of 
optimization algorithms such as the FA mentioned earlier (see 
Section 1) further enhances the efficiency of the NNs in achieving 
accurate and reliable RUL predictions for batteries.

3.  Optimization based on the FA
Introduced by Xin She-Yang [44], the FA was developed based on 
the flash behavior of fireflies. In nature, bioluminescence plays a 
crucial role in the courtship rituals of fireflies, serving as the pri-
mary means of communication between males and females. The 
emitted light not only attracts potential mates or prey, but also 
serves to safeguard their territories, acting as a warning to pred-
ators to steer clear of their habitats.

The FA follows the following three principles:

•	 Fireflies are genderless, and each can be attracted to an-
other firefly without regard to gender.

•	 The brightness of fireflies is directly proportional to their 
attractiveness, hence the less-bright firefly tends to move 
closer to the brighter one in any pair.

•	 The value of the objective function (fitness value) of the 
problem being solved is directly linked to the brightness of 
the firefly.

The brightness I and attractiveness β of the fireflies play a sig-
nificant role in the FA. When the I is higher, it leads to a better 
objective function value f. The definition of I is as follows:

I = I0 × e−γ×r2ij� (1)

rij = ‖xi − xj‖ =

Ã
D∑

d=1

(xid − xjd)
2

� (2)
where I0 represents the brightness of the firefly (rij = 0) and γ is 

the light absorption coefficient. rij represents the distance between 
the fireflies xi and xij, which is generally a Euclidean distance. The 
attractiveness β is defined as follows:

β = β0e
−γr2ij

� (3)
where β0 denotes the attractiveness when r = 0. The formula 

for the movement of a firefly (I) drawn towards another brighter 
firefly (j) is as follows:

xt+1
i = xti + β

Ä
xtj − xti

ä
+α (rand− 0.5)� (4)

where xti denotes the location of firefly I in the i-th iteration, 
rand is a random number uniformly distributed in [0,1], and α is a 
constant between 0 and 1.

4.  Methodology
This section outlines the implemented methodology, covering di-
verse elements such as research data and data preparation, data 
preprocessing, experiment set-up, the proposed FA–NN for the es-
timation of battery RUL, and examination of the evaluation and 
benchmark estimation model.

4.1  Research data and data preparation
In this study, a publicly available dataset was utilized, accessible 
from the Kaggle website [45]. The dataset consists of 15 064 rows, 
encompassing eight inputs: cycle number (CT), discharge time (s) 
(DT), decrement from 3.6 to 3.4 V (s) (Dec_3.6-3.4V), maximum 
voltage during discharge (V) (MVD), minimum voltage during 
charge (V) (MVC), time at 4.15 V (s) (T_4.15V), time constant cur-
rent (s) (TCC), and charging time (s) (CT). The sole output variable 
is the RUL. Table 1 shows a sample of the dataset.

4.2  Data preprocessing
The employed dataset is free from missing values. Before training, 
linear normalization—specifically min–max normalization—was 
applied to standardize all input and output values. The primary 
aim was to prevent larger input values from overshadowing 
smaller ones, potentially enhancing estimation accuracy. The 
transformation of all features to a common scale facilitates 
better convergence and performance of the learning algorithm. 
The min–max normalization is defined by the following equation:

v′ =
Å

v−mina
maxa −mina

ã
∗ (newmaxa − newmina) + newmina

� (5)
where v’ represents the new value for variable v, v is the cur-

rent value, mina is the minimum value in the data set, maxa is the 
maximum value in the dataset, newmaxa is the new maximum 
value in the dataset, and newmina is the new minimum value in 
the dataset. Min–max normalization transforms a value of v of A 
into v’ within the range [newmaxa, newmina] by solving the above 
equation. The normalized dataset for the sample in Table 1 is pre-
sented in Table 2.

4.3 Training and testing
The dataset is divided into two distinct subsets: a training set, util-
ized for model fitting, and a testing set, employed for a genuine 
evaluation of the generalization performance of the model. The 
split between these subsets follows a proportion of 0.7:0.3. The 
rationale behind using a 0.7:0.3 split for training and testing data 
is that this commonly used approach was chosen based on em-
pirical evidence. It often provides a good balance between having 
enough data for training and sufficient data for testing.

4.4  FA–NN for estimation of battery RUL
Fig. 1 illustrates a hybrid FA–NN model designed for optimizing 
the weights and biases of a NN in the context of an estimation 
problem. The NN, featuring eight inputs, one hidden layer, and one 
output, undergoes a systematic process outlined in the flowchart. 
This process includes setting the parameters for the NN, loading 
the normalized dataset of the RUL, defining the training and 
testing data, and configuring the NN accordingly. Additionally, 
the FA is employed to optimize the weights and biases of the NN, 
aiming to minimize the MAE and RMSE between predicted and 
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actual RUL values. The optimization involves setting FA param-
eters, specifying the number of iterations and population size, 
and iterating until a termination criterion is met or the maximum 
number of iterations is reached. The final step involves testing 
the trained NN on unseen data, calculating the MAE and RMSE, 
recording the best result, and concluding the process by reporting 
the overall performance of the FA–NN model.

4.5  Properties setting
Prior to experimental processes, the properties of the proposed 
technique and the identified techniques are set, which is tabu-
lated in Table 3. For the autoregressive integrated moving average 
(ARIMA), the values of p [the order of the autoregressive (AR) 
term], d (the degree of differencing), and q [the order of the 
moving average (MA) term] are set based on experimental data, 
within the ranges of 0–5, 0–1, and 0–5, respectively.

4.6  Evaluation
The selection of a suitable performance evaluation metric is es-
sential for validating the results obtained in the experiment. In 
this study, two quantitative evaluation metrics are employed: the 
MAE and the RMSE. The formulas for the MAE and RMSE are illus-
trated in the following equations:

MAE =
1
N

Ã
N∑
i=1

|y (i)− ŷ (i)|
� (6)

RMSE =

 ∑N
i=1 ‖y (i)− ŷ(i)‖2

N� (7)
where N represents the data length of the battery RUL under 

evaluation, with y(i) and y ̂(i) denoting the target and estimated 
battery RUL, respectively. These metrics measure how close the 

Table 1.  Sample of dataset.

CI DT (s) Dec_3.6-3.4V (s) MVD (V) MVC (V) T_4.15V (s) TCC (s) CT (s) RUL

100 2128.56 768 4.007 3.409 4810.74 5768.34 8901.75 1013

101 2126.97 762 4.006 3.41 4803.51 5768.31 8899.03 1012

102 2125.78 762 4.006 3.411 4796.31 5768.31 8913.22 1011

103 2124.41 764.4 4.006 3.411 4796.38 5768.38 8916.5 1010

104 2122.03 762.4 4.005 3.411 4789.15 5732.34 8875.09 1009

105 2112 759 4.005 3.411 4781.94 5732.34 8892.59 1008

106 2118.81 760.8 4.006 3.413 4774.74 5732.34 8892.44 1007

107 2117.62 756.8 4.006 3.412 4767.51 5732.31 8905.44 1006

108 2115.12 757.2 4.005 3.414 4766.38 5732.38 8854.25 1005

109 2114.31 755.2 4.006 3.414 4760.38 5732.38 8898.38 1004

110 2112.31 753 4.005 3.414 4753.18 5696.38 8870.56 1003

111 2111.19 753 4.005 3.414 4748.38 5696.38 8860.06 1002

112 2100.94 748.8 3.991 3.415 4745.98 6147.88 8766.5 1001

113 2109.81 739.187 4.014 3.674 4690.25 5656 8884.06 1000

115 2124.61 751.2 3.998 3.397 5066.26 6056.26 9425.95 998

*CI,  cycle index; DT,  discharge time; Dec_3.6-3.4V,  decrement 3.6–3.4 V; MVD,  maximum voltage discharge; MVC,  minimum voltage charge; T_4.15V = time at 
4.15 V; TCC, time constant current; CT,  charging time; RUL, remaining useful life.

Table 2.  Sample of normalized dataset.

CI DT (s) Dec_3.6-3.4V (s) MVD (V) MVC (V) T_4.15V (s) TCC (s) CT (s) RUL

0.0874 0.0022 0.4953 0.7303 0.2852 0.0192 0.0065 0.0101 0.8941

0.0883 0.0022 0.4953 0.7295 0.2859 0.0191 0.0065 0.0101 0.8932

0.0891 0.0022 0.4953 0.7295 0.2867 0.0191 0.0065 0.0101 0.8923

0.0900 0.0022 0.4953 0.7295 0.2867 0.0191 0.0065 0.0101 0.8914

0.0909 0.0022 0.4953 0.7288 0.2867 0.0191 0.0065 0.0101 0.8906

0.0918 0.0022 0.4953 0.7288 0.2867 0.0190 0.0065 0.0101 0.8897

0.0927 0.0022 0.4953 0.7295 0.2881 0.0190 0.0065 0.0101 0.8888

0.0936 0.0022 0.4953 0.7295 0.2874 0.0190 0.0065 0.0101 0.8879

0.0944 0.0022 0.4953 0.7288 0.2889 0.0190 0.0065 0.0100 0.8870

0.0953 0.0022 0.4953 0.7295 0.2889 0.0189 0.0065 0.0101 0.8861

0.0962 0.0022 0.4953 0.7288 0.2889 0.0189 0.0065 0.0101 0.8853

0.0971 0.0022 0.4953 0.7288 0.2889 0.0189 0.0065 0.0101 0.8844

0.0980 0.0022 0.4953 0.7182 0.2896 0.0189 0.0070 0.0099 0.8835

0.0989 0.0022 0.4953 0.7356 0.4805 0.0187 0.0064 0.0101 0.8826

0.1006 0.0022 0.4953 0.7235 0.2763 0.0202 0.0069 0.0107 0.8808
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predictions of the model are to the actual values. Lower values 
indicate better performance.

4.6  Benchmark estimation models
To facilitate comparison, the FA–NN is assessed alongside other 
models, including the NN hybridized with the harmony search al-
gorithm (HSA) [46], cultural algorithm (CA) [47], and ARIMA.

4.6.1  HSA
The HSA is a heuristic optimization algorithm inspired by the 
improvisation process of musicians in a jazz ensemble [46]. The 
algorithm mimics the process by which musicians harmonize 
their notes to find an optimal solution to a problem. The algo-
rithm begins with the initialization phase, in which the original 
population of potential solutions, called “harmonies,” is initial-

ized. Harmonies are selected from the population based on their 
fitness values such that the better-performing solutions are more 
likely to be included in the harmony memory.

New harmonies are generated by adjusting the pitches (values) 
of existing harmonies. This process embodies the balance be-
tween exploration and exploitation in the search for improved 
solutions.

4.6.2  CA
The CA [47] belongs to the category of evolutionary computation, 
encompassing a knowledge component called the belief space 
alongside the population component. In this context, the CA can 
be seen as an expansion of the conventional GA. Similarly to 
many other metaheuristic algorithms, the CA initiates with an 
initialization phase, involving the set-up of candidate solutions 

Set number of inputs, number of
hidden layer, number of hidden
neurons, and number of output

Set FA parameters
gamma, beta, alpha,

alpha_damp and delta

Configure NN for the
dataset

FA

FA

Test the trained network
to the unseen data

Optimize weights and
biases of NN

Calculate MAE and
RMSE

No

Meet termination
criterion?

End

Calculate MAE and
RMSE

Record best result End

Load normalized
dataset: RUL

Set training data

Set number of iteration and
number of population

Set testing data

FA-NN

Figure 1.  FA–NN for battery RUL estimation.

Table 3.  Properties of prediction techniques utilized.

Properties FA HSA CA NN

Population size 30 30 30 –

Maximum iteration 1000 1000 1000 –

Light absorption coefficient, γ 1 – – –

Attraction coefficient base value, β 2 – – –

Mutation coefficient, α 0.2 – – –

Harmony memory consideration rate – 0.9 – –

Pitch adjustment rate – 0.1 – –

Acceptance rate – – 0.3 –

Number of hidden layers – – – 1

Number of neurons – – – 9
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and the belief space representing cultural knowledge. During the 
evaluation phase, the fitness or objective function of individuals 
in the population is assessed, and the belief space is updated 
based on their performance and experiences. Like the GA [48], 
the CA includes crossover and mutation operators to generate 
new candidate solutions. In the selection phase, individuals are 
chosen based on their fitness values or a combination of fitness 
and cultural knowledge.

4.6.3  ARIMA
The ARIMA is a widely used time series forecasting model. It 
combines autoregression (AR), differencing (I), and MA to capture 
temporal dependencies and patterns in sequential data, making 
it effective for predicting future values based on historical obser-
vations.

5.  Results and discussion
To evaluate the feasibility and robustness of the proposed method 
for battery RUL estimation, the FA–NN was initially tested with 
various values for the number of hidden neurons. The number 
of hidden neurons is a hyperparameter that controls the com-
plexity of the NN. It affects the ability of the model to learn from 
the data and generalize to new data. This was conducted to en-
sure that the estimation model avoids encountering underfitting 
or overfitting issues. Subsequently, the best results obtained were 
compared with those from an identified benchmark estimation 
model.

5.1  Assessing NN configurations for battery RUL 
estimation using the FA–NN
Table 4 presents the outcomes of the FA–NN estimation model 
under different configurations of hidden neurons (7, 9, and 11). 
The configuration utilizing nine hidden neurons excels in all met-
rics, suggesting an optimal balance between bias and variance. 
This configuration strikes a harmonious middle ground, steering 
clear of both overfitting and underfitting by being neither exces-
sively complex nor overly simplistic. Overfitting occurs when the 
model is overly complex, fitting noise in the training data and 
resulting in poor generalization and high variance. Conversely, 
underfitting happens when the model is too simple, failing to 
capture underlying patterns in the data, leading to mediocre per-
formance and high bias.

The configuration with seven hidden neurons may indicate 
underfitting, as evidenced by its highest MAE and RMSE values. 
Conversely, the configuration with 11 hidden neurons might sug-

gest overfitting, as indicated by increased error metrics compared 
with 9 neurons, especially a significantly higher maximum error. 
The maximum error represents the largest difference between 
the prediction of the model and the actual value for any data 
point, illustrating the potential unreliability of the model and the 
likelihood of producing highly inaccurate results for certain in-
puts.

5.2  Comparison of the FA–NN with 
benchmarking hybrid estimation algorithms
Table 5 provides a comparison of four identified estimation 
models employed for estimating battery RUL: FA–NN, CA–NN, 
ARIMA, and HSA–NN. The FA–NN emerges as the most accurate 
model for estimating battery RUL, displaying the lowest values for 
MAE, RMSE, and maximum error among all models. The ARIMA 
exhibits significantly higher errors in all three metrics compared 
with the FA–NN, HSA–NN, and CA–NN. Being a statistical model 
that captures temporal dependencies, the ARIMA is inherently 
limited in its ability to model non-linear relationships or handle 
data with complex non-linear structures. The CA–NN demon-
strates a significantly lower MAE and RMSE than the HSA–NN but 
a considerably higher maximum error, suggesting potential sen-
sitivity to outliers or noise in the data, leading to larger errors for 
certain inputs.

Fig. 2 visualizes a comparative analysis of battery RUL estima-
tion produced by the FA–NN and identified algorithms, namely 
the HSA–NN, CA–NN, and ARIMA. Each subplot corresponds to 
one model while the close-up figure is illustrated in Fig. 3. On the 
top-left (actual vs. FA–NN), the dashed line represents the actual 
RUL, while the solid line represents the RUL predicted by the FA–
NN model. The predictions of the FA–NN model closely follow the 
actual RUL, with minimal deviation. On the top-right (actual vs. 
HSA–NN), the dashed line represents the actual RUL and the other 
solid line represents the RUL predicted by the HSA–NN model. 
While the predictions of the HSA–NN model generally align with 
the actual RUL, closer inspection reveals some fluctuations (see 
Fig. 3). In the bottom-left (actual vs. CA–NN), the dashed line rep-
resents the actual RUL and another solid line represents the RUL 
predicted by the CA–NN model. The CA–NN model shows a good 
fit overall but with more noticeable fluctuations compared with 
the FA–NN model. Finally, in the bottom-right (actual vs. ARIMA), 
the dashed line represents the actual RUL and a different solid 
line represents the RUL predicted by the ARIMA model. The pre-
dictions of the ARIMA model significantly deviate from the actual 
RUL, especially towards the end of the timeline, indicating lower 
accuracy compared with the NN-based models. Overall, the FA–

Table 4.  FA–NN with 7, 9, and 11 hidden neurons.

Number of hidden neurons 7 9 11

MAE 2.9707 2.5371 2.7645

RMSE 3.6968 2.9488 3.1852

Maximum error 35.4748 34.3737 68.2774

Table 5.  Estimation of battery RUL: FA–NN vs. HAS–NN vs. CA–NN vs. ARIMA.

FA–NN HSA–NN CA–NN ARIMA

MAE 2.5371 22.0583 9.1189 494.6275

RMSE 2.9488 34.5154 22.4646 584.3098

Maximum error 34.3737 490.3125 827.0163 1.16e + 03
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NN model provides the most accurate RUL predictions, showing 
the closest alignment with the actual RUL data.

Fig. 3 shows the zoom-in of the produced estimation values 
by the FA–NN, HSA–NN, and CA–NN. From the figure, it is evident 
that the FA–NN exhibits the most accurate predictions among 
the three models, as it closely aligns with the target RUL values. 
In contrast, the HSA–NN demonstrates significant deviation 
from the target RUL values, displaying higher errors as tabu-
lated in Table 4. Meanwhile, the CA–NN also diverges from the 
target RUL but outperforms the HSA–NN in terms of MAE and 
RMSE. The effectiveness of the FA–NN is attributed to the opti-
mization capabilities of the FA, while poor performance by the 
HSA–NN may be due to suboptimal parameter tuning or conver-

gence issues. Moderate performance by the CA–NN suggests that 
there is room for improvement. The ARIMA model is not shown in 
this zoomed-in figure due to its large deviations from the target 
RUL values, highlighting its lower accuracy compared with the 
NN-based models.

Fig. 4 illustrates the convergence rates of three algorithms: FA–
NN, CA–NN, and HSA–NN; Fig. 4a and b visualizes a close-up of 
Fig. 4. The assessment of the performance of each algorithm is 
based on the mean squared error (MSE) metric. The x-axis de-
notes iterations, spanning from 1 to 1000, while the y-axis repre-
sents the MSE. The FA–NN (depicted by the dashed line) exhibits 
rapid convergence to an MSE of 0 around the fortieth iteration, 
maintaining stability thereafter. In terms of algorithm perform-
ance, the FA–NN achieves the lowest MSE (0.0000) and converges 
early, by approximately the fortieth iteration. Meanwhile, the 
HSA–NN was able to converge at approximately the eighty-fifth 
iteration. Unfortunately, the performance of the CA–NN did not 
significantly improve or it converged to a lower error during these 
iterations.

The FA–NN effectively optimizes NN weights and biases, pro-
moting quick learning and convergence. The thorough explor-
ation of the solution space by the algorithm allows the speedy 
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Table 6.  Statistical comparison of the FA–NN method against 
HSA–NN, CA–NN, and ARIMA methods using paired sample tests.

Methods P-value

FA–NN vs. HSA–NN 0.0000

FA–NN vs. CA–NN 0.0000

FA–NN vs. ARIMA 0.0000
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identification of optimal weights. The early convergence observed 
can be credited to the adaptive search behavior inherent in the 
FA.

Table 6 presents a statistical comparison of the FA–NN method 
against three other methods: HSA–NN, CA–NN, and ARIMA. The 
comparison is based on P-values derived from paired sample 
tests. Notably, all P-values are reported as 0.0000, indicating stat-
istically significant differences between the FA–NN and each 
of the other methods across all comparisons. This consistency 
suggests that the FA–NN performs distinctly from the other ap-
proaches.

6.  Conclusion
In conclusion, this study introduces and assesses the efficacy 
of a hybrid approach, FA–NN, for estimating the RUL of bat-
teries. By leveraging the FA as an optimizer to fine-tune NN 
parameters, the proposed FA–NN model demonstrates en-
hanced accuracy in battery RUL predictions. Through a com-
prehensive comparative analysis against the HSA–NN, CA–NN, 
and ARIMA, it becomes evident that the FA–NN outperforms 
these models in terms of both MAE and RMSE. The FA–NN 
achieved the lowest MAE of 2.5371 and RMSE of 2.9488. In 
comparison, the HSA–NN had an MAE of 22.0583 and RMSE of 
34.5154, while the CA–NN showed an MAE of 9.1189 and RMSE 
of 22.4646. The ARIMA model performed the least favorably 
with an MAE of 494.6275 and RMSE of 584.3098. The superior 
predictive capabilities of the FA–NN are further emphasized by 
its significantly smaller maximum errors compared with those 
of the other identified algorithms, as its maximum error was 
34.3737, which was substantially lower than those of the HSA–
NN (490.3125), CA–NN (827.0163), and ARIMA (1160.0000). This 
research contributes valuable insights into the field of battery 
health management, affirming the effectiveness of the FA–NN 
methodology as a promising and reliable solution for accurate 
RUL predictions.

Looking ahead, future work will concentrate on refining and 
optimizing the FA–NN methodology. Exploring the incorporation 
of additional data sources or advanced NN architectures could 
enhance the predictive capabilities of the model. Moreover, con-
ducting real-world experiments and validations with diverse 
battery types and operational conditions would strengthen the 
generalizability of the proposed approach. This research lays the 
foundation for ongoing advancements in battery prognostics and 
provides a pathway for the continued evolution of RUL estimation 
methodologies.
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