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ABSTRACT Landslide displacement forecasting is crucial for disaster prevention and risk management,
as it enables timely warnings and effective mitigation strategies. However, the highly nonlinear and complex
nature of landslide displacement poses significant challenges for accurate prediction. To address this, this
study proposes an advanced forecasting framework integrating the Chebyshev Levy Flight-Sparrow Search
Algorithm (CLF-SSA) with Variational Mode Decomposition (VMD) to enhance decomposition accuracy
and optimize parameter selection. The trend component is modeled using the Autoregressive Integrated
Moving Average (ARIMA) with a grid search strategy, while the periodic component is predicted using a
Bidirectional Long Short-TermMemory network with an Attention mechanism (BiLSTM-Attention), which
dynamically adjusts the contribution of influencing factors. Grey Relational Analysis (GRA) is further
employed to identify key external driving factors, enhancing prediction accuracy. Experimental results
demonstrate that the proposedmodel significantly improves predictive performance, reducing the RootMean
Square Error (RMSE) by 60% compared to the traditional XGBoost model and by 33% compared to the
Empirical Mode Decomposition-BiLSTM (EMD-BiLSTM) model. Moreover, the Mean Absolute Scaled
Error (MASE) analysis confirms the robustness of the model in capturing both short-term fluctuations and
long-term trends. Given its superior predictive accuracy and practical applicability, this approach provides
valuable technical support for landslide monitoring and early warning systems.

INDEX TERMS Landslide displacement prediction, intelligent optimization algorithm, variational mode
decomposition, bidirectional long short term memory network, attention mechanism.

I. INTRODUCTION
A landslide refers to the sliding phenomenon of the rock
and soil mass on the slope along a specific shear surface
under the influence of internal and external active factors.
Its occurrence is marked by high frequency and great harm-
fulness [1], posing a serious threat to the life and property
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safety of people around the world and significantly impeding
the social development process. China is among the countries
most severely affected by landslide disasters globally. For
instance, on September 10, 2023, heavy rain in multiple
areas of Yulin, Guangxi, trigg-ered landslides, resulting in
7 fatalities and 3 people missing. The direct economic loss
amounted to as high as 28.5294 million yuan. According
to the statistics of the National Bureau of Statistics, there
were as many as 925 landslide disasters in 2023 [2], causing
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severe damage to a large number of lives and properties.
Constructing a landslide displacement prediction model is
the key and core technology for realizing the monitoring and
early warning of landslide geological disasters and can effec-
tively mitigate the significant losses caused by disasters [3].
Therefore, conducting research on high-precision landslide
displacement prediction models has extremely crucial practi-
cal significance [4].

Traditional landslide displacement prediction techniques
contain empirical analysis, statistical methods and mecha-
nism studies [5]. With the development of nonlinear theories
such as machine learning and neural networks, more and
more scholars apply them to landslide displacement predic-
tion research [6]. In order to improve the interpretability
and accuracy of the prediction model, many studies have
introduced the time series decomposition method, which
decomposes the landslide displacement into the trend dis-
placement determined by the geological conditions and
the cycle displacement caused by the external seasonal
influences [7], which helps to identify the influence of dif-
ferent factors on the landslide changes by predicting each
decomposition sequence individually, and thus increases the
rationality and accuracy of the model. Huang et al used
double exponential smoothing method to decompose land-
slide displacements, which effectively improved the fitting
effect of trend term displacements by uneven weighting [8].
However, this method struggles to capture periodic fluctua-
tions effectively and exhibits limited adaptability to abrupt
changes, potentially leading to prediction lags and increased
errors.Meng et al introduced EmpiricalModeDecomposition
(EMD) adaptive decomposition algorithm, which flexibly
adapts to the changing characteristics of the data in different
time periods, and is easy to remove the high-frequency noise,
so as to improve the decomposition accuracy [9]. However,
EMD is prone to modal aliasing when dealing with sud-
den signal changes [10]. To solve this problem, Wang et al
added white noise to the original sequence and proposed the
Ensemble Empirical Mode Decomposition (EEMD) decom-
position algorithm, which enhances the scale adaptability of
the signal and makes the boundary of the Intrinsic Mode
Function (IMF) component clearer [11]. However, EEMD
still requires multiple realizations to average out the effects
of the added noise, making it computationally expensive
and sensitive to parameter selection. In pursuit of a more
stable and efficient decompositionmethod, Li et al introduced
Variational Mode Decomposition (VMD), which formulates
the decomposition process as a constrained optimization
problem in the frequency domain. Unlike EMD and EEMD,
which rely on iterative sifting processes, VMD directly
extracts modes with distinct frequency characteristics, effec-
tively mitigating mode mixing and improving decomposition
reliability. Moreover, VMD exhibits strong anti-noise capa-
bilities, ensuring robustness in noisy environments, and
achieves higher computational efficiency, making it par-
ticularly suitable for processing large-scale landslide dis-
placement data [12]. Given the nonlinear and multi-scale

nature of landslide displacement, VMD provides a more
structured and theoretically grounded approach for separat-
ing trend and periodic components. Despite its advantages,
the effectiveness of VMD heavily depends on parameter
selection, particularly the penalty factor and the number
of decomposition modes, which influence both decompo-
sition accuracy and computational efficiency. Traditionally,
these parameters are determined through empirical tuning or
exhaustive experiments, leading to inefficiencies and reduced
interpretability [13]. To overcome this limitation, Jiang et al
integrated VMD with Particle Swarm Optimization (PSO) to
automatically optimize key parameters, reducing subjective
bias and improving the generalization ability of the decom-
position process [14]. However, conventional metaheuristic
optimization methods such as PSO may suffer from pre-
mature convergence and suboptimal parameter tuning when
handling high-dimensional optimization problems.

Building upon this foundation, this study introduces an
improved optimization framework that integrates VMD
with the Chebyshev Levy Flight-Sparrow Search Algorithm
(CLF-SSA). The CLF-SSA algorithm enhances optimiza-
tion efficiency by incorporating Chebyshev chaotic mapping
for population initialization, ensuring a more uniform and
diverse distribution of initial solutions, which prevents pre-
mature convergence and improves global search capability.
Additionally, the Levy flight strategy is embedded into
the SSA framework to enhance exploration by enabling
large stochastic jumps, allowing the algorithm to escape
local optima and conduct a more comprehensive search
of the parameter space. Furthermore, the adaptive search
mechanism of SSA dynamically balances exploration and
exploitation through the interaction between discoverers,
followers, and vigilantes, facilitating efficient fine-tuning of
VMD parame-ters and leading to more accurate decompo-
sition results while maintaining computational efficiency.
By dynamically optimizing VMD parameters, CLF-SSA
mitigates the limita-tions of conventional optimization
approaches, enhancing both decomposition accuracy and
computational efficiency. Experimental comparisons with
existing decomposition methods demonstrate that the CLF-
SSA-VMD framework achieves superior predictive accuracy
by effectively extracting trend and periodic components while
maintaining robustness in noisy environments. This study
provides a novel approach to landslide displacement decom-
position and prediction, offering improved methodological
robustness and practical applicability for landslide monitor-
ing and early warning systems.

In displacement prediction, machine learning models like
Random Forests [15] and Support Vector Regression (SVR)
[16] have been used but struggle with the complexity
of landslide systems [17]. Neural networks such as Back
Propa-gation Neural Networks (BPNN) [18] and Extreme
Learning Machines (ELM) [19] improve prediction accu-
racy but fail to capture temporal-spatial relationships [20].
Recurrent Neural Networks (RNN) address this through hid-
den states that model temporal dependencies [21], though
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traditional RNN face gradient issues. Long Short-Term
Memory (LSTM) and Gated Recurrent Unit (GRU) models
enhance long-term prediction capabilities via gating mech-
anisms [22]. Advanced variants, such as LSTM-FC [23],
Prophet-LSTM [24], and Bidirectional Long Short-Term
Memory (BiLSTM) [25], have demonstrated superior accu-
racy by incorporating additional context, such as groundwater
levels and rainfall. Hybrid models like Convolutional Neural
Network - Bidirectional Long Short-Term Memory (CNN-
BiLSTM) combine spatial feature extraction with temporal
modeling to achieve better predictive performance [26].
The attention mechanism is very popular in the field of

machine translation. The traditional encoder-decoder arch-
itecture will compress the entire input sequence into a
fixed-length context vector, which may lead to information
loss. The attention mechanism uses a dynamic calcula-
tion weight method to flexibly extract information and
reduce Information compression loss [27]. The application
of this type of method to the time series field has signifi-
cantly improved the model’s ability to handle long-distance
dependencies, feature extrac-tion, model interpretability and
generalization capabilities.

In summary, this paper designs an optimized decom-
position CLF-SSA-VMD method to accurately extract the
trend and periodic changes of landslides, introduces sim-
ple Auto-regressive Integrated Moving Average (ARIMA)
machine learning to fit the landslide trend part, and improves
the prediction efficiency. A BiLSTM-Attention integrated
model is constructed to predict the landslide period term,
and then the total displacement prediction result is calculated
based on the time series addition model. The effectiveness of
the model in this paper is verified by experimental compari-
son of three evaluation indicators and four prediction models
in the Bai-shui River area.

II. THEORY AND METHODS
A. IMPROVED SPARROW SEARCH ALGORITHM BASED
ON CHAOTIC MAP LEVY FLIGHT
1) SPARROW SEARCH ALGORITHM
Sparrow Search Algorithm (SSA) consists of finders and
joiners. The finder is responsible for guiding the direction
of the population and finding food sources, while the joiner
observes the state of the finder and uses the finder’s position
to find food. The ratio of the two roles remains constant in
the population, but the role identity is dynamic. Joiners can
become finders by finding a better food location [28]. The
specific steps of the algorithm are as follows:

Step 1, initialize the position of each sparrow and calculate
the individual fitness value;

Fx =



f ([X1,1,X1,2, · · · ,X1,d ])
f ([X2,1,X2,2, · · · ,X2,d ])

...

...

f ([Xn,1,Xn,2, · · · ,Xn,d ])

 (1)

where f is the fitness value; n is the number of sparrows; d is
the dimension of the variable to be solved;

Step 2, discoverer location update;

X t+1
i,j =

{
X t
i,j · exp

(
−

i
α·itermax

)
R2 < ST

X t
i,j + Q · L R2 ≥ ST

}
(2)

where X t+1
i,j represents the next position of the discoverer; j

ranges from [1, d]; t represents the current iteration number.
When R2 < ST , it means that the population environment
is very safe and the discoverer can further expand the search
area. When R2 ≥ ST , it means that there is danger around the
population and the discoverer needs to lead the population to
a safe area.

Step 3, joiner location update;

X t+1
i,j =

 Q · exp(−
Xworst−X t

i,j
α·itermax

) i > n/2

X t+1
p +

∣∣∣X t
i,j − X

t+1
p

∣∣∣ · A+ · L otherwise

 (3)

where Xworst represents the most dangerous area selected by
the population; Xp represents the safest area selected by the
discoverer. When the condition is i > n/2, it means that the
i-th joiner did not find food, so he chose to go somewhere
else to seek food. Under other conditions, the joiner preys
according to the location of the discoverer.

Step 4: When the population is aware of the danger, spar-
rows at the edge of the population quickly move toward the
safe area, while sparrows in the middle of the population
move randomly and converge with other sparrows to the safe
area;

X t+1
i,j =


X t
best + β ·

∣∣∣X t
i,j − X

t
best

∣∣∣ f i > f w

X t
i,j + K · (

∣∣∣X t
i,j−X

t
worst

∣∣∣
(f i−f w)+ε

) f i = f g

 (4)

whereXbest represents the safest position selected by the pop-
ulation; β represents a normally distributed random number;
K represents a random number in the range of [1, -1]; ε rep-
resents a very small parameter, eliminating the meaningless
situation where the denominator is 0.

Step 5, determine whether the end condition is met. If so,
output the global optimal value and the best fitness. If not,
return to step 2.

2) CHEBYSHEV CHAOTIC MAP INITIALIZATION POPULATION
Chaotic mapping is a nonlinear theoretical method with the
characteristics of randomness, complexity and unpredict-
ability [29]. The introduction of chaotic mapping improves
population diversity, expands the global search space, and
makes it easier to jump out of the local optimal solution.
The sequence generated by chaos has direction and regularity,
which effectively improves the efficiency of local search [30]
and accelerates the convergence of the algorithm. At the same
time, the complexity and unpredictability of chaotic mapping
enable the optimization algorithm to maintain a good search
ability under different initial conditions, thereby improving
the robustness of the optimization algorithm.
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The traditional SSA algorithm uses a random method to
initialize the population. During the traversal process, the
algorithm tends to converge prematurely and fall into a
local optimal solution, resulting in poor optimization ability.
To address this problem, this paper introduces the Cheby-
shev chaos mapping method to initialize the population. The
expression is as follows:

Xn+1 = cos(b cos−1 Xn) (5)

where b is a constant. After many experiments, it is found
that when Chebyshev chaotic mapping b = 4, the ability
of SSA algorithm to jump out of local optimal solution is
effectively improved. Both random method and Chebyshev
mapping method are iterated 1000 times, and the results are
shown in the following Fig 1:

FIGURE 1. Chebyshev chaotic sequence simulation distribution.

As shown in Fig 1, Chebyshev initialization makes the
population more evenly distributed and improves the conver-
gence speed. The population size at the boundary is relatively
large, which improves the global search capability.

3) LEVY FLIGHT IMPROVED POSITION UPDATE
The Levy flight strategy has the characteristics of random
walk, occasionally generating a large step size in a short
period of time to explore the optimal solution [31], enriching
the diversity of the population and improving the ability to
find the optimal solution. Chebyshev initialization improves
the global search ability in the early stage of iteration, but
in the middle of the iteration, due to the characteristics of
the algorithm itself, the step size is small and it is easy to
fall into the local optimum. To solve this problem, this paper
introduces the Levy flight strategy to update the position of
the joiner. The improved position formula is:

X t+1i,j =

Q · exp

(
Xworst (t)− X ti,j

i2

)
, i > N/2

Xbest (t)+ Xbest (t)⊗ Levy(e) ∗ 100 other

(6)

where Levy(e) can be expressed as:

Levy(e) = 0.01×
r1 × u

|r2|(1/h)
(7)

where r1 and r2 are random numbers that obey the normal
distribution and range from [0, 1], h is a constant, which is
1.5 in this paper, and u can be expressed as:

u =
(

0(1+ h)× sin(πh/2)
0((1+ h)/2)× h× 2((h−1)/2)

)
(8)

where, 0 represents the gamma function.

B. POPULATION INTELLIGENCE ALGORITHM TO
OPTIMIZE VMD
1) VMD
VMD is an adaptive, fully non-recursive modal decompo-
sition method that can effectively solve the problems of
modal aliasing and endpoint effects that occur during the
decomposition process [32]. VMDfixes the number of modal
components obtained by decomposition through parameter
setting and exhibits strong adaptability when processing
non-stationary data. It uses the Gaussian smoothing method
combined with the squared gradient criterion to demodulate
the signal and transforms the target problem into a con-
strained variational problem for solution.

min
{uk },{wk }

∑
k

||∂(t)[(δ(t)+
j

π t
) ∗ uk (t)]e−jwk t ||2

s.t.
∑
k

uk (t) = f (t) (9)

where uk (t) represents the modal function, {wk} represents
the center frequency of the kth modal function, {uk} repre-
sents the kth modal function component;

The Lagrange multiplication operator is introduced to
solve equation (9), which is expressed as equation (10):

L({uk}, {wk}, λ) = a
∑
k

||∂t [(δ(t)

+
j

π t
)uk (t)]e−jwk t ||2 + ||f (t)−

∑
k

uk (t)||2

+

〈
λ(t), f (t)−

∑
k

uk (t)

〉
(10)

where: a is the quadratic penalty factor; λ(t) is the Lagrange
multiplier;

Finally, the updated expression of the center frequency is
obtained as formula (11):

wN+1k =

∫
∞

0 w
∣∣ûk (w)∣∣2 dw∫

∞

0

∣∣ûk (w)∣∣2 dw (11)

where ûk (w) represents the Wiener filter of the current resid-
ual component, wN+1k represents the center of gravity of the
power spectrum of the current modal function.

2) CLF-VMD
The decomposition effect of VMD depends on parame-
ter selection. Inappropriate parameter settings may lead to
over-decomposition or under-decomposition of the signal.
The decomposition accuracy is mainly controlled by the
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penalty factor α and the modal decomposition number k.
A large k value will cause the signal to be over-decomposed,
while a too small k may lead to incomplete decomposi-
tion [33], resulting in insufficient extraction of noise. The
penalty factor α determines the bandwidth of each modal
component, and different bandwidth scales have an impact on
the signal extraction results. Since the landslide displacement
time series is complex and changeable, it is difficult to select
appropriate k and α, and it is easy to increase the randomness
of the decomposition results.

In order to solve these problems, this paper uses CLF-SSA
to optimize the parameter selection of VMD to achieve amore
thorough signal decomposition. The size of the envelope
entropy Ep is closely related to the sparsity of the signal.
The smaller the envelope entropy value, the more ordered the
Intrinsic Mode Functions (IMF), the higher the sparsity, and
the less noise [34], which is more conducive to subsequent
prediction. Therefore, this paper selects the minimum enve-
lope entropy as the fitness parameter.

The envelope entropy calculation formula of sequence x(i)
is: 

Ep = −
N∑
i=1

pi lg pi

pi =
a(j)
N∑
i=1

ai

(12)

where j = 1, 2, · · · ,N , N is the number of sampling points,
a(j) is the envelope signal obtained after Hilbert transform of
x(j), and p(j) is the normalized form of a(j).
The minimum envelope entropy calculation formula of the

fitness function is:

fitness(VMD(k, α)) =
1
K

k∑
i=1

Ep(i) (13)

SSA is used to optimize the penalty factor α and modal
decomposition number k of VMD, and the envelope entropy
is used as the fitness value. The specific steps are as follows:

Step 1: Set the range of parameters k and α;
Step 2: Initialize the parameters, use VMD to decompose

the landslide displacement, and set the envelope entropy as
fitness;

Step 3: Update the individual position according to the
con-ditions of the individual’s current environment;

Step 4: Determine whether the current fitness is greater
than the previous fitness. If so, update the fitness. If not, keep
it unchanged;

Step 5: Determine whether the algorithm termination
condi-tion is met. If so, output the optimal parameters and
fitness. Otherwise, return to step 2.

C. ARIMA
ARIMA model is an improved model of the Autoregres-
sive Moving Average (ARMA) model. The ARMA model
ass-umes that the data is stationary when making predictions,

that is, the mean, variance and autocorrelation function of the
data do not change with time. The model has a better predic-
tion effect in stationary series. If the data is non-stationary,
false regression will occur [35].
In order to avoid the occurrence of false regression,

ARIMA processes non-stationary series through the differ-
ence method, converts it into a stationary series, and uses
ARMA for prediction. There are three parameters p, d, and q
in ARIMA. p represents the autoregressive order, d represents
the difference order required for the non-stationary series, and
q represents the moving average order. The ARIMA (p,d,q)
formula is as follows:

Xt =
p∑
i=1

ϕiXt−1 +
q∑
j=1

θjεt−j+εt (14)

where ϕi represents the i-th order autoregressive coeffi-
cient, θj represents the j-th order moving average coefficient,
εt represents the t-th order error term.

The ARIMA model uses historical data to predict future
values. It has high prediction accuracy, a simple model, and
only requires endogenous variables without the need for
other exogenous variables [36]. Therefore, this paper uses the
ARIMA model to predict landslide trend items, which can
effectively improve the efficiency of landslide prediction.

D. BiLSTM-ATTENTION COMBINATION MODEL
1) LSTM
LSTM is a deep learning model for processing complex
nonlinear time series. Through the mechanism of gated units,
it deeply explores the spatial relationship between time series
and each moment. LSTM is an improvement of RNN. In long
time series analysis, RNN has problems such as gradient
vanishing and gradient explosion during the back propagation
process [37], which makes the model unable to obtain infor-
mation about the forward sequence and makes the training
unstable. In order to improve such problems, LSTM pro-
poses the concepts of forget gate, input gate, output gate and
memory unit [38]. The forget gate retains the information
of the previous moment, compares it with the current input
information, and uses the Sigmoid function to map and retain
part of the information. The input gate uses the Sigmoid func-
tion and the Tanh function to generate the information that
needs to be added to the memory unit. The output gate passes
the processed current information to the next moment. The
memory unit is the core of LSTM. Through the combination
of forget gate and input gate data processing, the important
information of each moment is retained and the unimportant
information of each moment is forgotten. The calculation
formula is as follows:

ft = σ
(
wf · [ht−1, xt ]+ bf

)
(15)

it = σ (wi · [ht−1, xt ]+ bi) (16)

ot = σ (wo · [ht−1, xt ]+ bo) (17)

Ct = ft · Ct−1 + it · C ′′ (18)

ht = ot · tan h(Ct ) (19)
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C̃t = tan h(Wc · [ht−1, xt ]+ bc) (20)

where xt is the input data at the current moment, ft is the
forget gate, it is the input gate, Ot is the output gate, ht−1
is the output data at the previous moment, ht is the output
data at the current moment, Ct is the memory unit, wf ,wi,wo
are the weights of the forget gate, input gate and output gate
respectively, bf ,bi,bo are the biases of the forget gate, input
gate and output gate respectively, and the model framework
is shown in Fig 2.

FIGURE 2. LSTM model framework.

LSTM uses gating mechanisms and memory unit infor-
mation to deeply mine the temporal and spatial nonlinear
relationships between data, capture the complex dependen-
cies between data, and has higher stability and prediction
capabilities. At the same time, due to the multiplication
method of each hidden unit in the traditional RNN, there
are problems of gradient explosion and gradient vanishing.
LSTM introduces a nonlinear change method to transmit
information [39], which to a certain extent solves the prob-
lems of gradient explosion and gradient vanishing in long
time series.

2) BILSTM
The LSTM model explores the spatiotemporal relationship
between data and time through forward information transfer,
thus improving the model accuracy. In BiLSTM, the back-
ward information transfer LSTM method is introduced to
fully consider the dependence of current data on previous
and next information, so as to better adapt to different data
in complex time series and improve the robustness and gen-
eralization ability of the model [40].

BiLSTM introduces two layers of forward and backward
LSTM networks to recombine the current output information.
Through the information splicing method, the information
obtained at the current moment is made more comprehensive,
the information adaptability is improved, and the model can
better understand the complex nonlinear relationship in the
time series [41]. The calculation formula is as follows:

−→
Hf =

−−−→
LSTM (ht−1, xt , ct−1), t ∈ [1,T ] (21)

←−
Hb =

←−−−
LSTM (ht+1, xt , ct+1), t ∈ [T , 1] (22)

Ht =
[
−→
Hf ,
←−
Hb
]

(23)

where
−→
Hf is the information obtained by the forward LSTM,

←−
Hb is the information obtained by the backward LSTM, Ht is
the information at time t, and the model structure is shown in
Fig 3.

FIGURE 3. BiLSTM model framework.

3) ATTENTION MECHANISM
When the model processes a large amount of information,
the dimension of the input information determines the time
required for model training. In the field of landslide displace-
ment prediction, prediction efficiency is very important.
In order to improve the efficiency of the prediction model,
the Attentionmechanism is introduced to extract key features.
By calculating the contribution value of the input feature to
each position, a weight parameter is assigned to each input
feature [42]. The calculation formula is as follows:

ct =
T∑
i=1

wti·hi (24)

yt = m(ct , gt−1, yt−1) (25)

where ct is all weighted semantic features, w is the attention
weight, h is the encoding result, y is the output information,
gt−1 is the hidden state at the previousmoment, and themodel
structure is shown in Fig 4.
Traditional time series prediction methods suffer from

the phenomenon of forward information decay. The Atten-
tion mechanism can focus on the historical information at
each moment and easily obtain the data dependency in long
time series. At the same time, the Attention mechanism can
dynamically adjust parameters and has a good effect in pro-
cessing non-stationary series. Since the Attention mechanism
has no information dependency in the time step [43], it can
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FIGURE 4. Attention Mechanism framework.

calculate information in parallel, which greatly improves the
prediction efficiency and accuracy of the model in long time
series.

E. GREY RELATIONAL ANALYSIS
Grey Relational Analysis (GRA) is used to explore the
degree of correlation between two sequences. In mathemati-
cal statistics, regression analysis, variance analysis, principal
component analysis and other methods are often used to study
similar problems, but these methods usually require a large
amount of data and require the data to meet certain distri-
bution characteristics. In landslide displacement prediction,
in order to improve prediction efficiency, a large amount
of data is often not used for training [44]. Grey correlation
analysis does not require the distribution characteristics or
magnitude consistency of sample data, but judges the correla-
tion by comparing the morphology of the data sequence, so it
can effectively solve such problems. The steps are as follows:

Step 1, assuming that the original data sequences x0 and x1
are: {

x0 = (x0(1), x0(2), · · · , x0(n)
x1 = (x1(1), x1(2), · · · , x1(n)

(26)

Step 2: preprocess the data and standardize each element by
dividing the mean of the sequence, that is:

xij =
xij

1
n

∑n
i=1 xij

(27)

Step 3, calculate the minimum difference a and maximum
difference b of sequences x0 and x1.{

a = min |x0(k)− x1(k)|
b = max |x0(k)− x1(k)|

(28)

Step 4: Finally, calculate the correlation value of the two
sequences.

γ (x0(k), x1(k)) =
a+ pb

|x0(k)− x1(k)+ pb|
(29)

where p is the resolution coefficient, the value range is [0,1],
and it is usually 0.5. When p = 0.5, γ (x0(k), x1(k)) > 0.6,
it is considered that the two sequences are correlated, and the
γ (x0(k), x1(k)) larger the stronger the correlation.

F. PERFORMANCE EVALUATION METRICS
In order to evaluate the results of the prediction model, the
Root Mean Squared Error (RMSE), Mean Absolute Error
(MAE), and R2 were used to judge the true value and the
predicted value [45].
RMSE is the sum of the squares of the deviations between

the predicted value and the true value, and the calculation
formula is:

RMSE =

√√√√1
n

n∑
i=1

(ŷi − yi)2 (30)

MAE is the average deviation between the predicted value
and the true value, and the calculation formula is:

MAE =
1
n

n∑
i=1

|ŷi − yi| (31)

R2 represents the correlation between the predicted value
and the true value, ranging from [0,1]. The larger the value,
the closer the correlation. The calculation formula is:

R2 = 1−

n∑
i=1

(ŷi − yi)2

n∑
i=1

(ŷi − yi)
(32)

where: ŷi is the true value, yi is the predicted value, and n is
the number of data.

G. LANDSLIDE DISPLACEMENT PREDICTION PROCESS
This paper designs a landslide displacement prediction model
based on optimization decomposition and deep attention
mechanism, proposes Chebyshev chaos map initialization
population strategy and Levy flight strategy to improve
the optimization ability of SSA, introduces CLF-SSA-VMD
algorithm to deeply decompose and reconstruct landslide
displacement, extracts landslide trend terms and periodic
terms, and uses ARIMA model to fit trend terms to
improve prediction efficiency. In order to improve prediction
accuracy, BiLSTM-Attention dynamic prediction model is
designed to deeply explore the dependency between landslide
displace-ment sequence and influencing factors. The process
design is shown in Fig 5, and the implementation steps are as
follows:

Step 1: For the landslide displacement sequence, CLF-SSA
is introduced to optimize the VMD algorithm parameters and
find the optimal decomposition parameters, and then each
landslide displacement sequence is reorganized into trend
items and period items;

Step 2: The ARIMA model and grid search algorithm are
introduced to predict the trend item to verify the prediction
ability and decomposition accuracy;

Step 3: Eight alternative influencing factor sequences are
proposed, and the grey correlation method is used to compare
them with the landslide period item to screen the influencing
factor sequence with higher correlation;
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FIGURE 5. Landslide displacement prediction process.

Step 4: The BiLSTM-Attention dynamic prediction model
is designed and applied to the prediction of landslide dis-
placement period item. At the same time, four horizontal
comparison models are used to conduct experimental tests
under the same input conditions to verify the prediction effect
of the BiLSTM-Attention model.

Step 5: Finally, four landslide displacement prediction
models are introduced for experimental comparison with the
prediction model proposed in this paper, and the effectiveness
of the model in this paper is verified by three indicators:
RMSE, R2 and MAE.

III. BAISHUI RIVER LANDSLIDE SITUATION
The Baishuihe landslide is located on the southern bank
of the Yangtze River, approximately 56 kilometers from
the Three Gorges Dam, in Shazhenxi Town, Zigui County,
Hubei Province. The landslide body comprises an accumu-
lation layer structure, characterized by a stepped distribution
descending toward the Yangtze River, with lower elevations
in the north and higher elevations in the south. The landslide
measures approximately 600 meters from south to north,
700meters from east towest, with a volume of about 12.6mil-
lion cubic meters and an average thickness of 30 meters.
The rear edge of the landslide has an elevation of about
410 meters [46], while the front edge lies beneath the Yangtze
River reservoir water level, ranging from approximately 70 to
145 meters in elevation. The main sliding direction is approx-
imately 20◦, with movement along a monocline slope. The
rear edge is steep, while the front edge is relatively gentle.

A total of 11 GPS monitoring points have been installed,
as illustrated in Fig 6. Seven of these points are dis-
tributed along three longitudinal profiles, with three located
on the central profile and two on each of the side pro-
files. The remaining four monitoring points are positioned on
the bedrock ridges to the east and west of the landslide warn-

ing area. Additionally, a GPS reference point is established on
each of the four profiles. The monitoring system primarily
measures surface displacement, borehole inclinometer data,
and groundwater levels [47].

FIGURE 6. GPS installation positions.

Among these, the Z118 monitoring point, situated in the
central part of the landslide, has the longest monitoring his-
tory and effectively captures the landslide’s evolution. This
study utilizes cumulative displacement data from the Z118
monitoring point, covering the period from January 2004 to
December 2012. The data, recorded monthly, includes cumu-
lative rainfall, average reservoir water levels, and monthly
landslide displacement, as shown in Fig 7. These datasets
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were sourced from the National Glacier, Frozen Soil, and
Desert Data Center [48].

FIGURE 7. Displacement and environmental data variation in the
Baishuihe landslide.

During the rainy season (May to September), significant
rainfall increases soil moisture in the landslide area, softens
the soil, reduces its stability, and raises the risk of landslides.
As illustrated in the figure, landslide displacement correlates
strongly with rainfall, displaying a seasonal variation pattern.
Conversely, during the dry season (October to April), reduced
rainfall stabilizes the landslide displacement [49].

The reservoir water level fluctuates cyclically between
145 and 175 meters, exerting a substantial influence on

landslide stability. When the reservoir water level decreases,
uneven water pressure inside and outside the landslide body
alters the pore water pressure gradient, generating an unsta-
ble seepage field and increasing landslide displacement.
Conversely, rising water levels lead to infiltration into the
landslide body, reducing soil cohesion and internal friction
angles, thereby weakening stability and exacerbating sliding
tendencies [50].

Following heavy rainfall, landslide displacement often
continues to increase due to the retention of surface water,
leaving the landslide body in a moist, unstable state. Further-
more, during periods when the reservoir water level reaches
its lowest point, the landslide displacement growth rate accel-
erates significantly. Both rainfall and reservoir water level
changes exhibit a lagged impact on landslide displacement,
highlighting the necessity of accounting for this hysteresis
effect when analyzing influencing factors.

IV. CLF-SSA ALGORITHM PERFORMANCE TEST
In order to verify the performance of the improved CLF-SSA
optimization algorithm in this paper, this paper introduces
8 international standard test functions to verify the perfor-
mance [51], as shown in Fig 8 and Table 1. F1∼F4 are
unimodal test functions, and F5∼F8 are multimodal test
functions. The unimodal test function verifies the algorithm’s
convergence speed and local search capability, and the

TABLE 1. Test functions.
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FIGURE 8. Test functions.

TABLE 2. Comparison of benchmark function test results of four optimization algorithms.

multimodal test function verifies the algorithm’s global
search capability.

Three popular intelligent optimization algorithms,
GWO [51], GJO [52], and SSA [28], are introduced for exper-
imental comparison with CLF-SSA. Since the optimization
algorithms are all random, to ensure the validity of the data,
this paper runs the four algorithms 30 times and iterates
600 times respectively, and takes the mean and standard
deviation of the results. The mean represents the optimization
ability of the algorithm, and the standard deviation represents
the stability of the algorithm. A set of optimization processes
are randomly selected as shown in Fig 9, and the mean and
standard deviation results are shown in Table 2.

In the unimodal test function, CLF-SSA showed strong
optimization ability and efficiency. Compared with the orig-
inal SSA algorithm, it can quickly find the optimal solution
in the early stage of iteration, effectively improving the con-
vergence speed. In the multimodal test function, CLF-SSA
chaotic mapping initializes the population, the population is
diversified, and the efficiency and accuracy are the fastest
when seeking the optimal solution. In the F8 test function,
all four algorithms fell into the local optimal solution in the

early stage of iteration. The CLF-SSA algorithm jumped out
of the local optimal solution the fastest through the Levy
random step, and calculated the global optimal solution in
less than 50 iterations. This result shows that the chaotic
mapping initialized population and the Levy flight improved
SSA algorithm have achieved good results.

V. LANDSLIDE DISPLACEMENT PREDICTION
This study employs data from the ZG118 monitoring point
of the Baishui River landslide as the research object. The
dataset spans January 2004 to December 2012, with monthly
records comprising a total of 108 data points. The cumulative
landslide displacement at this monitoring point is 2215 mm.
The data is divided into a training set (January 2004 to
February 2011) for model training and a test set (March
2011 to December 2012) for model validation.

A. CLF-SSA-VMD DECOMPOSITION DISPLACEMENT
In order to decompose the displacement more thoroughly
and improve the accuracy and generalization ability of the
landslide displacement prediction model, CLF-SSA is intro-
duced to find the optimal parameters k and α of the VMD
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FIGURE 9. Optimization and iterative effects of four types of optimization algorithms.

decomposition algorithm. In the CLF-SSA algorithm, the
population size is set to 30, the number of iterations is 20, the
decomposition parameter k is set in the range of [2], [10], and
the penalty factor parameter α is set in the range of [1,3000].
After multiple iterations, the optimal result is k = 4, α =

26. The minimum envelope entropy value of the fitness func-
tion is 4.1725. The optimal parameters are brought into the
VMD algorithm to decompose the landslide displacement.
The decomposition result is shown in Fig 10.

After decomposition, four IMF components are obtained,
amongwhich IM1 has obvious trend, IM2 and IM3 have obvi-
ous periodicity, and IM4 has large fluctuations because there
are random fluctuations in the landslide process. Since the
generation of random fluctuations includes uncertain factors
such as human activities and is difficult to predict, this paper
reorganizes IM1 and IM4 into trend items, and IM2 and IM3
into periodic items. The reorganization results are shown in
Fig 11.

B. TREND ITEM DISPLACEMENT PREDICTION
The trend term represents the long-term evolution of the
landslide. After being decomposed by the VMD algorithm,
the trend term is smoother. In order to improve the efficiency
of the landslide displacement prediction model, this paper
introduces the ARIMA model for trend term prediction and
uses the grid search method to optimize the parameters of
ARIMA. The optimal parameters are p = 3, d = 1, q = 2.
The prediction results are shown in Fig 12, with R2 of 0.99,

FIGURE 10. Landslide displacement decomposition.

RMSE of 6.11mm, MAE of 5.41mm, maximum error of
11.43mm, and minimum error of 0.22mm. The fitting effect
is good.
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FIGURE 11. Landslide displacement reconstruction.

FIGURE 12. Fitting effect of landslide trend term.

C. PERIODIC TERM DISPLACEMENT PREDICTION
The periodic term represents the process of landslide evolu-
tion with seasonal cycle changes. According to the analysis
in Chapter III, this paper proposes three types of factors
as alternative influencing factors, namely: rainfall, reservoir
water level and landslide displacement. The rainfall category
proposes the cumulative rainfall of the current month P1,
the cumulative rainfall of the previous month P2 and the
rainfall change between two months P3 as alternative influ-
encing factors. The reservoir water level category proposes
the average reservoir water level of the current month R1,
the average reservoir water level of the previous month R2
and the average reservoir water level change between two
months R3 as alternative influencing factors. The landslide
displacement category proposes the landslide displacement of
the previous month D1 and the landslide displacement change
of the previous month D2 as alternative influencing factors.
Selecting influencing factors with high correlation can

improve the accuracy of landslide displacement prediction.
In order to screen accurate input influencing factor sequences,

GRA is introduced to judge the correlation between the
influencing factor sequence and the periodic term. The grey
correlation resolution parameter is taken as 0.5. If the calcu-
lated correlation result is greater than 0.6, the two sequences
can be considered to be correlated. The results are shown in
Fig 13.

FIGURE 13. Grey correlation value of impact factor.

As can be seen from the figure above, each candidate
influencing factor is greater than 0.6 and can be used as an
input variable. This is because the CLF-SSA-VMDdecompo-
sition algorithm effectively removes the noise sequence in the
landslide displacement period term. However, when there are
many input influencing factors, the prediction model needs
to be mapped to a high-dimensional space, resulting in low
prediction efficiency. For this reason, this paper selects P3,
R3, D1 and D2 with high correlation as input variables to
improve the speed and accuracy of the prediction model.

The BiLSTM-Attention prediction model is used for peri-
odic item prediction. A two-layer BiLSTM neural network
is constructed. The number of neurons is 128, the Dropout
layer parameter is 10%, the Adam method is selected as the
optimization function, and the MAE is selected as the loss
function. The results of 100 iterations show that the R2 is
0.99, the RMSE is 2.09mm, and the MAE is 1.83mm. The
prediction results are shown in Fig 14.

In order to verify the accuracy of the BiLSTM-Attention
prediction model, BiGRU, BiLSTM, LSTM-Attention, and
GRU-Attention models were introduced for experimental
comparison. The model parameters are the same as those of
BiLSTM-Attention. The experimental results are shown in
Fig 15 and Table 3.

The effect of BiLSTM-Attention is the best in both the
training set and the test set, because BiLSTM can extract
current information from the future and construct reverse
features to improve themodel prediction accuracy. TheAtten-
tion mechanism effectively backpropagates the model input
variables, constructs the weights of the input variables, and
improves the prediction accuracy by weighting.
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FIGURE 14. Fitting effect of landslide period term.

FIGURE 15. Comparison of the effects of 5 prediction models.

TABLE 3. Comparison of test and validation sets of 5 prediction models.

D. CUMULATIVE DISPLACEMENT PREDICTION
According to the time series addition model, the cumulative
displacement prediction result is equal to the sum of the trend
term and the period term prediction results. The prediction
results are shown in Fig 16. The R2 value is 0.99, the RMSE

value is 5.91mm, and the MAE value is 5.10mm, which
accurately reflects the future trend of the landslide.

FIGURE 16. Fitting effect of total landslide displacement.

To further assess the predictive performance of the pro-
posed model, we introduce the Mean Absolute Scaled Error
(MASE) as an additional evaluation metric. Unlike con-
ventional error measures such as RMSE and MAE, MASE
provides a scale-independent assessment by comparing the
model’s performance against a simple baseline forecast.
A MASE value below 1 indicates that the proposed model
outperforms the baseline, whereas a value above 1 suggests
otherwise.

In this study, we compare the proposed model with two
baseline approaches: the Naïve Persistence Model, which
assumes that the displacement remains unchanged in the
next time step, and the Moving Average Model, which pre-
dicts displacement based on the mean of the previous three
observations. The experimental results show that the Naïve
Persistence Model achieves an MAE of 15.21 mm, while
the Moving Average Model, with a window size of three,
yields an MAE of 25.18 mm, indicating that simple averag-
ing fails to capture the nonlinear characteristics of landslide
displacement. In contrast, the proposed model significantly
reduces the prediction error, achieving an MAE of 1.83 mm.
Consequently, the MASE of the proposed model, calculated
using the Naïve Persistence Model as the baseline, is 0.12,
confirming its superior predictive capability. These results
highlight the limitations of traditional statistical approaches
in handling the complex temporal dependencies of landslide
displacement, whereas the proposed model, leveraging adap-
tive decomposition and deep learning, providesmore accurate
and reliable forecasts.

E. MODEL PREDICTION EFFECT VERIFICATION
In order to further verify the effect of the model, this paper
introduces XgBoost, random forest RF, EMD-BiLSTM,
and EEMD-GRU landslide displacement prediction mod-
els for experimental comparison. The EMD and EEMD
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decom-position parameters use the default values, the number
of GRU and BiLSTM neurons is 128, the number of layers
is 2, and the Dropout layer is 10%. The RMSE, R2, and
MAE indicators are used to evaluate the prediction model.
The results are shown in Fig 17 and Table 4.

FIGURE 17. Comparison of evaluation indicators of 5 prediction models.

TABLE 4. Comparison of evaluation indicators of 5 prediction models.

The data show that the prediction model proposed in
this paper has a good effect. Compared with the traditional
machine learning XgBoost and RF prediction models, the
RMSE is reduced by 60% and 69% respectively, and the R2

is increased by 13% and 16% respectively. Compared with
the traditional decomposition algorithm combined with the
neural network EMD-BiLSTM and EEMD-GRU prediction
models, the RMSE is reduced by 33% and 45% respec-
tively, and the R2 is increased by 8% and 11%. Because the
CLF-SSA-VMD decomposition algorithm decomposes the
displacement more thoroughly, it improves the generalization
ability and robustness of the model. The BiLSTM-Attention
prediction model introduces bidirectional information trans-
mission and weight mechanism to improve the prediction
ability of the model.

To further evaluate the computational efficiency of the
proposed model, we compare its execution time with existing
models. To ensure the reliability of the evaluation, eachmodel
was executed 20 times, and the average runtimewas recorded.
All experiments were conducted on a high-performance
workstation equipped with an Intel Core i9-13900K CPU,
an NVIDIA GeForce RTX 4090 GPU, and a software envi-
ronment including Python 3.9, PyTorch 2.0, and TensorFlow
2.10 with CUDA acceleration.

Experimental results indicate that the proposed model
requires an average computation time of 5.98 seconds per
prediction. In contrast, EMD-BiLSTM and EEMD-GRU
take 4.93 and 5.18 seconds, respectively, while traditional
machine learning models such as XGBoost and Random
Forest (RF) complete the prediction in 4.20 and 3.73 seconds,
respectively.

The increased computational cost of the proposed model
is primarily attributed to the incorporation of VMD

decompo-sition and the BiLSTM-Attention architecture,
which enhance feature extraction and temporal dependency
modeling. However, the CLF-SSA optimization significantly
improves parameter selection efficiency, reducing redundant
comput-ations and enhancing model generalization. Despite
its slightly higher computational overhead, the proposed
model demonstrates superior predictive performance, justify-
ing the trade-off between accuracy and efficiency in landslide
displacement forecasting.

Each predictive model has certain advantages and limit-
ations, making them more suitable for specific forecast-
ing scenarios. Traditional machine learning models, such
as XGBoost and RF, offer faster computation and are
well-suited for applications where real-time predictions and
low compu-tational costs are priorities. However, they often
struggle to capture complex temporal dependencies and non-
linear patterns, leading to reduced accuracy in long-term
landslide displacement forecasting.

On the other hand, deep learning-based models, particu-
larly those incorporating sequence modeling techniques like
BiLSTM, are more adept at capturing long-term dependen-
cies and intricate temporal patterns. These models perform
well in landslide displacement forecasting tasks where dis-
placement trends exhibit strong seasonality, multi-scale varia-
tions, and long-range dependencies. However, their increased
comple-xity and training costs make them less suitable
for real-time applications with strict latency constraints or
resource-limited environments.

Furthermore, the integration of VMDenhances themodel’s
ability to handle multi-scale displacement variations and mit-
igate noise effects, thereby improving predictive accuracy.
However, this also increases the computational burden, mak-
ing the proposedmodel more suitable for high-precision fore-
casting tasks, such as early warning systems and long-term
landslide monitoring, rather than instant real-time applica-
tions.

Despite its advantages, the proposed model has certain
limitations. First, the computational overhead remains higher
than traditional machine learning approaches, which may
restrict its deployment in environments with limited compu-
tational resources. Second, the model’s performance relies
on the effectiveness of the VMD decomposition, meaning
that its accuracy could be affected by inappropriate parameter
settings. Although CLF-SSA helps optimize the decomposi-
tion process, further research is needed to explore adaptive
decomposition techniques to further enhance efficiency and
robustness.

In summary, while the proposed model achieves higher
predictive accuracy by leveraging advanced decomposi-
tion techniques and deep learning architectures, it comes
at the cost of increased computational complexity. Thus,
it is best suited for landslide displacement forecasting tasks
that require high accuracy and can accommodate moder-
ate computational costs, such as disaster prevention and
risk assessment applications. For real-time applications with
strict efficiency constraints, traditional machine learning
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approaches remain a viable alternative, albeit with a potential
compromise in prediction accuracy.

VI. CONCLUSION
In light of the constantly shifting and nonlinear nature of
landslide displacement prediction, this investigation sug-
gests a predictive framework that combines deep learning
and optimum decomposition. Three solutions are shown for
enhancing the generalization and application of SSA in order
to boost its overall effectiveness. In order to reduce the need
for human parameter selection and more efficiently extract
landslide displacement components, SSA is further incorpo-
rated with VMD.

A BiLSTM-Attention model is created to suit the periodic
term, and ARIMA is used to represent the trend term in order
to simulate various displacement components. Eight other
influencing elements are also added as input variables, which
greatly raises the model’s predicted accuracy.

Future research should incorporate more landslide-
inducing factors, such as wind speed, temperature, humidity,
vegetation coverage, and human activities, to enhance the
interpretability of the trend term and develop a multi-source
landslide displacement prediction framework. Furthermore,
since the influence of rainfall on landslide displacement
exhibits a lag effect that varies across regions, future studies
should explore region-specific rainfall hysteresis periods to
improve the interpretability of periodic displacement varia-
tions.
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